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ABSTRACT

The Survey of Attitudes Toward Statistics (SATS) is a widely used family of instruments for measuring attitude constructs in statistics education. Since the development of the SATS instruments, there has been an evolution in the understanding of validity in the field of educational measurement emphasizing validation as an on-going process. While a 2012 review of statistics education attitude instruments noted that the SATS family had the most validity evidence, two types of challenges to the use of these instruments have emerged: challenges to the interpretations of scale scores, and challenges using the SATS instruments in populations other than undergraduate students enrolled in introductory statistics courses. A synthesis of the literature and empirical results are used to document these challenges.
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1. INTRODUCTION

The Survey of Attitudes Toward Statistics (SATS) instruments (Schau, 1992, 2003b) are among the most widely used attitude instruments in statistics education and have been translated into over a dozen languages.1 As part of the 2012 SERJ special issue on attitudes toward statistics, a systematic review of validity and reliability evidence for instruments measuring constructs related to attitudes in statistics education reported that the SATS family of instruments had the most documented evidence available (Nolan et al., 2012). For nearly three decades, the SATS instruments have been invaluable tools available to researchers and teachers for measuring student attitudes in statistics.

In the decades since the initial release of the SATS instruments, the fields of statistics education and validity/measurement have made considerable progress in deepening our understanding of attitudes toward statistics and how to measure them, and best practices in these areas have been refined and updated. These changes, together with the growing body of literature using the SATS instruments, have implications for researchers and users of the SATS instruments today. This manuscript documents two broad types of challenges to using the SATS instruments. The first challenge is in interpreting scores when the instruments

1 Arabic (Nasser, 2004), Bahasa Malaysia (Rosli & Maat, 2017), Chinese (Luh et al., 2004; Zhang et al., 2012), Dutch (Vanhoof et al., 2011), Estonian (Hommik & Luik, 2017), French (Carillo et al., 2016), German (Strobl et al., 2010), Greek (Bechrakis et al., 2011), Hebrew (Lipka & Hess, 2016), Italian (Chiesi & Primi, 2009), Portuguese (Vendramini et al., 2011), Russian (Khavenson et al., 2012), Spanish (Estrada, 2002), Thai (Ratanaolarn, 2016), and Turkish (Emmioglu Sarikaya et al., 2018)
are used with the intended population of undergraduate introductory statistics students, and the second challenge concerns the growing trend of using the SATS instruments with other populations such as graduate students and teachers.

Some of the challenges to interpretations with undergraduate students have been mentioned previously in the literature but have not been catalogued in one document supporting users and researchers. Instead, they have appeared in many outlets including journal articles focusing on statistics education (e.g., Schau & Emmioğlu, 2012) and other academic areas such as educational psychology (e.g., Cashin & Elmore, 2005), conference presentations and proceedings (e.g., Millar & Schau, 2010; Sorge & Schau, 2002), and as letters to the editor in SERJ (e.g., Schau & Millar, 2011). Recommendations for researchers using the SATS have previously been proposed (e.g., Millar & Schau, 2010; Millar et al., 2013; Schau, 2008; Schau & Millar, 2011), but these are not comprehensive and often focus on the statistical analysis of collected data rather than score interpretations. It is likely that researchers and instructors using or considering using the SATS instruments—either by administering it themselves or drawing on research in which others have administered it—are not fully aware of the challenges and recommendations extant in the literature.

This paper aims to document challenges and recommendations for using the SATS instruments. In Section 2, existing validity evidence and challenges previously identified in the literature are summarized. Then, two types of challenges to the use of the SATS instruments are discussed in detail: challenges to the interpretations of scale scores (Section 3) and challenges using the SATS instruments in populations other than undergraduate students enrolled in introductory statistics courses (Section 4). Finally, conclusions are presented in Section 5.

2. EXISTING VALIDITY EVIDENCE

The SATS family of instruments (pre- and post-course versions of the SATS-28 and SATS-36) is used widely to measure attitudes of (primarily undergraduate) students enrolled in first courses in statistics, though researchers are increasingly administering the SATS to populations beyond this traditional group. The first Survey of Attitudes Toward Statistics was a 28-item instrument released in 1992 (SATS-28; Schau, 1992) measuring four constructs:

- Affect (6 items) – students’ feelings concerning statistics
- Cognitive Competence (6 items) – students’ attitudes about their intellectual knowledge and skills when applied to statistics
- Value (9 items) – students’ attitudes about the usefulness, relevance, and worth of statistics in personal and professional life
- Difficulty (7 items) – students’ attitudes about the difficulty of statistics as a subject (Schau, 2005a, pp. 1–2)

The SATS-28 was expanded in 2003 by including eight additional items (SATS-36; Schau, 2003b). The SATS-36 measures the four constructs measured by the SATS-28 along with two more constructs:

- Interest (4 items) – students’ level of individual interest in statistics
- Effort (4 items) – amount of work the student expends to learn statistics (Schau, 2005b, pp. 2–3)

Pre- and post-course versions of the SATS-28 and SATS-36 instruments are available.2

Because the SATS-28 is a subset of the SATS-36 instrument (excluding the effort and interest constructs), research about the SATS-28 continues to be directly relevant to the appropriate subset of the SATS-36. In this article, SATS refers to the SATS-28 and SATS-36 collectively.

---

2 Please see the SATS scoring documents and reports for information about specific operational details such as item wording and scoring (Schau, 2005a, 2005b, 2008).
2.1. ORIGINAL SATS VALIDITY EVIDENCE

Results of the initial validation study for the SATS-28 instrument (Schau et al., 1995) included a description of the item and scale development using a modified Nominal Group Technique (NGT; Moore, 1987), a pilot administration that led to deleting items, and an operational administration that led to further refinements and data to be analyzed. The data analysis included calculations of coefficient alpha, a confirmatory factory analysis (CFA) that demonstrated an acceptable four-factor solution, and correlations between the SATS scale scores with scale scores from the Attitudes Toward Statistics instrument (ATS; Wise, 1985). For prior attitude instruments such as the Statistics Attitude Survey (SAS; Roberts & Bilderback, 1980) and ATS instruments (Wise, 1985), validity evidence largely consisted of exploratory factor analysis (EFA) and correlations of scale scores with outcomes such as course grades: little information about the development of the instruments was presented. Drawing on the formal item and scale development procedure and statistical analyses, the validity evidence supporting the use of the SATS-28 presented by Schau et al. (1995) was stronger than the validity evidence for many other available instruments for measuring related constructs (Carmona Márquez, 2004; Nolan et al., 2012). No initial validity study that focused on the development process of the SATS-36 was published, though Ramirez et al. (2012) briefly described the joint SATS development process, and since its release many researchers have contributed to the validity evidence for the SATS-36 in separate studies.

In their 2012 article, Nolan et al. summarized the available validity evidence supporting the use of the SATS-28, SATS-36, and other attitude instruments. Nolan et al. noted the strength of NGT to develop the items relative to the process used by other instruments and an articulated educational theory for the constructs. Nolan et al. also noted numerous studies about the factor structure of the SATS-28 and SATS-36 are consistent with four and six factor solutions, respectively, though the studies were not unanimous in this finding (e.g., Vanhoof et al., 2011) and were the subject of debate within the community at the time (cf. Schau & Millar, 2011). Internal consistency, as measured by coefficient alpha (Cronbach, 1951), was generally high for each of the SATS scales (Nolan et al., 2012). Furthermore, correlations between SATS scales and other mathematics and statistics measures have generally been consistent with hypothesized relationships (Nolan et al., 2012). Outside of the evolving discussion about the factor structure of the SATS instruments, we are unaware of any studies published since the 2012 SERJ special issue that are inconsistent with the validity evidence claims articulated by Nolan et al. and summarized above.

2.2. USES OF THE SATS INSTRUMENTS

Since their debut, the SATS instruments have been the dominant choice among attitude surveys for statistics educators, both for understanding their own students’ attitudes and for conducting research. In the SATS research literature,3 articles typically belong to one of three categories: articles about the structure or administration of the SATS, articles about translating the SATS into other languages, or articles wherein an SATS instrument is used to measure change or group differences such as with an intervention or demographic comparison. We will first briefly review some research uses of the SATS instruments, and then we will re-examine the validity evidence supporting the use of the SATS instruments for the remainder of the paper.

A key use of SATS instruments has been measuring differences between educational approaches, particularly the effect of active learning strategies on student attitudes. For these uses, results have been mixed: some studies have reported statistically significant changes or differences in at least some of the SATS components while others have reported no changes. In an analysis of approximately 2200 students from 101 sections of statistics courses, Schau and Emmioglu (2012) demonstrated that students tend to

---

3 A list of published articles that use an SATS instrument is available on Dr. Schau’s website (https://www.evaluationandstatistics.com/references). Given the popularity of the instrument, however, the list is incomplete.
begin a semester with neutral attitudes on four of the six components (Affect, Cognitive Competence, Difficulty, and Interest), value statistics somewhat positively, and intend to put forth a lot of effort in the course. Schau and Emmioglu (2012) also found, however, that the average attitudes for sections of statistics courses tended to either remain the same (Affect, Cognitive Competence, and Difficulty) or decrease (Value, Interest, and Effort).

Schau and Emmioglu’s work has served as an important point of comparison by providing pre- and post-course average attitude scores for sections. Other studies have also demonstrated essentially no change or negative change among the attitude components as measured by the SATS-36 (e.g., Bateia et al., 2020; Carnell, 2008), but many uses of the SATS instruments occur in studies with small sample sizes and interventions that are limited in scope—which may explain why differences are sometimes not observed. Other researchers have used the SATS-36 to show improvement of attitudes in active learning environments, with Carlson and Winquist (2011) and Posner (2011) reporting statistically significant mean changes in four and six of the attitude components, respectively.

The utility of the SATS instruments and the contributions to statistics education they enable are most apparent in studies that utilize statistical methods beyond inferential comparisons of two groups or incorporate other complementary data sources. For example, Gundlach et al. (2015) used ANOVA to compare pre- and post-course (time) attitude scores for students in traditional, online, and flipped classes (section). They found that, across all section types, students tended to have decreases in scores from pre- to post-course on the Value, Interest, and Effort scales (Gundlach et al., 2015). Gundlach et al. also identified statistically significant interaction effects between time and section for the remaining scales: there were statistically significant changes for Affect (positive change for traditional and flipped), Cognitive Competence (positive change for traditional), and Difficulty (easier for traditional and online). Using Structural Equation Modeling (SEM) with the pre- and post-course scales as latent variables to construct pre- and post- attitude variables in their SEM analyses, Chiesi and Primi (2010) found that attitudes at the beginning of the course have an effect on attitudes at the end of the course. Combining results on a concept inventory and the SATS-36, Chance et al. (2016) used hierarchical models to show that pre-Cognitive Competence and pre-Difficulty scores were better predictors of gains on the concept inventory than other attitude components and identified an interaction between the experience of instructor and student Difficulty scores. Chance et al. also used SATS-36 pre-course scores as part of a cluster analysis to identify student groups. Whether researchers use advanced analysis techniques or make straightforward pre/post comparisons, there are numerous studies that have expanded the statistics education literature about attitudes and their relationship to interventions and other constructs in which the SATS family of instruments has served a foundational role.

2.3. CURRENT UNDERSTANDING OF VALIDITY EVIDENCE

It is important to recognize that neither the body of validity evidence supporting an instrument nor the discipline’s understanding of validity are static. Since the release of the SATS instruments and publication of seminal studies in the SATS literature (e.g., Nolan et al., 2012; Schau & Emmioglu, 2012; Schau et al., 1995), the understanding of validity in educational measurement has evolved. A cornerstone of the contemporary understanding of validation is the 2014 Standards for Educational and Psychological Testing, a joint publication of the American Educational Research Association (AERA), American Psychological Association (APA), and National Council on Measurement in Education (NCME), the latest release in a series dating back decades (2014). The conceptualization of validity in the Standards is an evolution of prior conceptualizations such as that of Messick (1989, 1995) and the tripartite view of criterion, content, and construct validity (Cronbach & Meehl, 1955) and focuses on interpretations and the unitary nature of validity. The Standards make clear the connections among interpretations and validity:

It is the interpretations of test scores for proposed uses that are evaluated, not the test itself .... Statements about validity should refer to particular interpretations for specified uses. It is incorrect to use the unqualified phrase “the validity of the test.” (AERA et al., 2014, p. 11)
For an instrument or test, how scores are interpreted and used is the central focus of validation studies: without sufficient evidence supporting the proposed interpretation or use of a score from a scale, instrument, or test, the interpretation or use should be made cautiously or not at all. Validity is also better understood as referring to the appropriateness of specific uses of an instrument with specific groups:

Validity is a unitary concept. It is the degree to which all the accumulated evidence supports the intended interpretation of test scores for the proposed use. Like the 1999 Standards, this edition refers to types of validity evidence, rather than distinct types of validity. (AERA et al., 2014, p. 14)

The process of establishing validity evidence is not finished once an initial validation study has been completed, and the Standards makes explicit the “joint responsibility of the test developer and the test user” (AERA et al., 2014, p. 13) for documenting appropriate validity evidence for intended uses. This contemporary view of validity evidence emphasizing shared responsibility means that end users of the instrument should also document confirming and disconfirming validity evidence for an instrument’s use in specific contexts. It is in this context of a more integrated view of validity evidence that we articulate further validity evidence for the SATS family of instruments beyond that previously considered (e.g., Carmona Márquez, 2004; Nolan et al., 2012). A more robust understanding of the validity evidence related to the SATS-36 instruments will clarify the interpretations and uses that are and are not supported.

2.4. CHALLENGES WITH UNDERGRADUATE INTRODUCTORY STUDENTS

While the SATS family of instruments has the most validity supporting their use (Nolan et al., 2012) among existing instruments used to measure attitudes about statistics with students enrolled in introductory statistics courses, evidence of five challenges to the use of the SATS instruments with students in introductory statistics courses has been accumulating. These challenges concern the SATS instruments’ theoretical framework, empirical factor structure, development for use in traditional courses, rigid pre/post structure, and interpretability of scores from the Difficulty scale. Each of these challenges complicates or threatens the interpretability of SATS scores and, thus, the use of these instruments with the intended population of introductory statistics students.

Alignment to theoretical framework. Alignment to a theoretical framework or conceptual domain is a critical part of the instrument development process (Bandalos, 2018; Wilson, 2005). The SATS instruments are among the few attitude measures in statistics education aligned explicitly with an educational theory (Nolan et al., 2012). The educational theory most germane for the SATS family is Eccles and colleagues’ Expectancy-value Theory (EVT; Eccles, 1983, 2014; Eccles & Wigfield, 2002; Wigfield & Eccles, 2000). In the EVT theory of learning, one’s achievement-related choices and outcomes are based on what one values and what one expects to happen: all other constructs are mediated through these expectancies and values. The conceptual model underlying the SATS instruments, the SATS-M, is based primarily on Eccles’s EVT and has been described as an application of EVT to statistics education (Schau, 2003a, 2003c; Sorge & Schau, 2002). The most recent SATS-M also draws from self-determination theory, self-efficacy theory, and achievement goal theory (Ramirez et al., 2012). While there are compatibilities between EVT and the attitudinal components measured by the SATS instruments (Schau, 2003c), EVT did not guide the development of the SATS scales (Xu & Schau, 2019). Instead, the initial four-construct structure of the SATS-28 was a result of the NGT process used in its development (Schau et al., 1995). This has resulted in an incomplete, imperfect alignment between the constructs measured by the SATS instruments and the widely used EVT framework.

The alignment of the SATS instruments to the underlying theoretical framework is related to several challenges when using the instruments. As previously noted, the theoretical framework was not an a priori guide for the development of the SATS-28 instrument: the four-factor structure was proposed by the participants in the NGT process (Schau et al., 1995). A posteriori alignment of SATS instruments with EVT through the SATS-M framework results in important oversimplifications of Eccles’s EVT (Ramirez et al., 2012). For example, the EVT model conceptualizes Value as having four components: Interest, Attainment,
and Utility Value, and Cost (Eccles & Wigfield, 2002). The SATS Value construct focuses on Utility Value, and Attainment Value is largely unmeasured (Whitaker & Gorney, 2017). The SATS-36 Effort construct only partially measures the EVT Cost construct (Whitaker et al., 2018). Reflecting these differences, Tempelaar, Gijselaers et al. (2007) refer to the theoretical framework for the SATS instruments as “Schau’s … expectancy-value model” (p. 107). Although the SATS-M has been used to describe relationships among statistics attitudes and statistics achievement (Ramirez et al., 2012), the alignment challenges preclude the use of the SATS instruments for measuring attitudes consistent with more widely known and researched educational theories such as Eccles’s EVT. These alignment challenges complicate the interpretations of the SATS scale scores: it is not clear to what extent each of the SATS scales measures the constructs they are nominally aligned to from either the SATS-M or EVT frameworks.

**Factor structure of the SATS.** The factor structure of the SATS-28 was well-documented after its initial creation (e.g., Dauphinee et al., 1997; Hilton et al., 2004; Schau et al., 1995). Determining the mapping of items to scales is an important part of instrument development, and the empirical factor structure of an instrument plays a critical role in this determination. The final item-scale mapping is used for creating scores for each construct and ensures comparability across studies that use the same instrument. CFA results showed a four-factor structure as expected (Schau et al., 1995), but item parceling was used, which is no longer strongly recommended (VanHooof et al., 2011). Using an EFA, Cashin and Elmore (2005) found only two factors on the post-course SATS-28: Difficulty, all but one Cognitive Competence item, and most Affect items formed one factor while the Value items and the three remaining items formed the other.

In more recent literature using the SATS-36, studies have shown that both four-factor (Cashin & Elmore, 2005; Vanhooft et al., 2011) and six-factor (Carillo et al., 2016; Persson et al., 2019; Tempelaar et al., 2007; Vanhooft et al., 2011; Xu & Schau, 2019) structures are supported. Studies showing support for a six-factor structure, however, tend to find better model fit for data from the post-course survey than from the pre-course survey, and researchers tend to identify several items that do not fit well (sometimes proposing them for deletion). Schau and colleagues propose that a six-component structure be preferred even if other factor structures give a similar fit statistically (Schau & Millar, 2011) because it is congruent with EVT (Ramirez et al., 2012). These studies about the factor structure of the SATS instruments might be used to justify selecting subsets of SATS items to administer or changing how the responses are summarized into scale scores (i.e., grouping the items differently to form new scales), but any deviations from the standards proposed by Schau and colleagues must be justified. Such changes, however, are generally inadvisable: deviations from the six-factor structure using all 36 items and the standard scoring algorithms make interpreting SATS scale scores and comparing them across studies challenging.

**New course formats.** Because statistics education reform was in its infancy, the students for whom the SATS instruments were developed were enrolled in what would now be considered traditional, lecture-based, face-to-face statistics courses (Schau, 2003c). Subsequent studies that contributed to the body of validity evidence largely omit descriptions of course formats; consequently, the validity evidence supporting the SATS instruments is strongest for more traditional course formats. Researchers seeking to use the SATS instruments in newer course formats (e.g., online, flipped, hybrid, or face-to-face transitioned to online due to substantial disruptions) should document validity evidence supporting their instrument choice. Validity evidence supporting such use may be similar to other published studies (e.g., analysis of internal consistency and factor structure), but may also use more sophisticated analyses to compare how students learning in these different formats interpret items, such as focus groups or checking for differential item functioning (e.g., Wilson, 2005).

**Rigid pre/post structure.** The SATS instruments are each available in two forms: a pre-course form to be administered prior to an intervention (such as a semester of statistics), and a post-course form to be administered after. Some items (Schau, 2003b) are the same on both forms (e.g., “Statistics is a complicated subject”) while others are modified to change the tense (cf. “I plan to work hard in my statistics course” and “I worked hard in my statistics course”). This pre/post format reflects a reality of how education
research measuring change has been conducted for decades (Gal et al., 1997) but raises both logistical challenges and is not compatible with trends in education research toward more sophisticated longitudinal modeling (Sloane & Wilkins, 2017).

There are three ways the SATS has been used in the literature where the rigid pre/post structure is problematic. While the term “introductory statistics” often implies one first course in statistics (e.g., Blair et al., 2018; GAISE College Report ASA Revision Committee, 2016; Schau & Emmioğlu, 2012), Millar and White (2014) describe the use of the SATS-36 in a two-course introductory statistics sequence. The pre-course and post-course versions were used in each course of the sequence (Millar & White, 2014), illustrating complications from using the SATS-36 longitudinally. Kerby and Wroughton (2017) were similarly challenged in their study, which measured students’ attitudes at three time points in one semester (beginning, middle, and end). The post-course survey was used at the mid-semester administration (Kerby & Wroughton, 2017), but the language of the SATS-36 items made interpreting scores from that time point clumsy. Others have used the SATS-36 to provide a snapshot of students’ attitudes using a single administration (e.g., Hood et al., 2012; Posner, 2014). Interpreting the SATS scores to provide a snapshot of students’ attitudes without attending to a change, however, was not a use described in the development of the SATS (Schau et al., 1995), and it is not clear which form would be better suited to this purpose. A careful justification of the appropriateness of the form and the intended interpretations would be needed because this use is outside of the intended uses for the instruments.

**Difficulty scale score interpretations.** The 2014 Standards makes clear that validity is a property of the interpretations of scores from an instrument, not an intrinsic property of the instrument itself (AERA et al., 2014). For the SATS, scale scores are interpreted on a continuum of negative to neutral to positive: “Using the 7-point response scale, higher scores then correspond to more positive attitudes” (Schau, 2005b, p. 1). This interpretation is problematic for scores from the Difficulty scale, though it has also been noted in the literature that the name of the Difficulty component “is not ideal” (Ramirez et al., 2012, p. 60).

Interpreting higher scores and responses as indicating a more positive attitude toward statistics (after accounting for reverse-coded items) was first proposed by Schau et al. (1995) and seems to have been clarified in a presentation by Schau (2003c, p. 14) who noted, “Higher scores on the Difficulty component mean that students think that statistics is easier while lower scores mean that they think it is harder.” Schau and Emmioğlu (2012) further clarified, for Difficulty, scores closer to 4 on the 7-point response are desirable: “we don’t want students to believe that statistics is either too easy or too hard” (p. 93). Difficulty is thus conceptualized as a construct where higher scores from respondents are not necessarily indicative of better attitudes toward statistics. Despite this clarification, Schau and Emmioğlu at times refer to Difficulty scale scores using the same language as for other scales, characterizing pre-course scores for Affect and Difficulty together, saying “results showed that, on average, students entered these courses with neutral [attitudes] (Affect, Difficulty)” (2012, p. 86).

This clarification of the interpretation of the Difficulty scale scores as indicating the perceived difficulty of statistics on an easy to difficult continuum makes sense at face value but is ultimately complicated by inconsistent use of language in the literature and scoring guidelines. The result of these inconsistencies are scenarios that may lack a clear interpretation. For example, if the average Difficulty score for a class is a 4.0 pre-course and 5.0 post-course, this indicates that, on average, students view statistics as easier. Does this indicate an improvement in attitudes as it is more positive, or instead does it indicate a decline in attitudes because it is farther from neutral? Because validity is a property of the interpretations of scores, these challenges to the interpretability of the difficulty scales are threats to the use of the SATS instruments.

### 3. FURTHER COMPLICATIONS TO INTERPRETABILITY

The previous section described the five documented challenges to the interpretability of SATS scores when used with introductory statistics students. In addition to these challenges, two more should be recognized by researchers and users of the SATS instruments: the skew of the Effort scale score distribution and the resistance of scale scores to change. The dataset used for all analyses in this section is an
undergraduate SATS data warehouse. All data were analyzed in R version 3.6.0; notable packages used were *effsize* (Torchiano, 2019) for calculating effect sizes and *ggplot2* (Wickham, 2009) for some of the graphics.

Data were collected for the SATS data warehouse project between 2007 and 2010 under the direction of Schau and Bond (e.g., Bond et al., 2012; Schau & Emmioğlu, 2012). Pairwise complete data were available for the analyses presented here from approximately 2300 students enrolled in 120 sections of introductory statistics from 33 instructors: of these, approximately 90% were undergraduate students. Response rates were calculated using instructor-reported values for the number of students who could have started and ended the course. Instructors provided response rate information for 102 sections for pre-course administrations and 104 post-sections for post-course. Sections for which response rate information was not available were eliminated from these calculations; without further insight into why instructors did not provide response rate information, the effect on the reported response rates is not known. For the pre-course survey, the mean response rate was 0.84 with first and third quartile values of 0.76 to 0.95, and for the post-survey, the mean response rate was 0.77 with first and third quartile values of 0.62 to 0.93. These data are not a nationally representative sample; instead, participants were the students of statistics instructors who agreed to participate in the SATS data collection and might, therefore, be more attuned to statistics education, in general, and student attitudes, in particular.

### 3.1. EFFORT SCALE SKEW

Histograms illustrating the pre-course and post-course scores for each of the six SATS-36 scales for the SATS data warehouse sample are shown below in Figure 1.\(^4\) A clear left skew is visible in both histograms for Effort and is more extreme for the pre-course scores than the post-course scores, reflecting truncation at the upper end of the response scale (a ceiling effect). The histograms for the scores of other scales do not exhibit a similar truncation and are instead reasonably described as approximately bell-shaped. The extreme truncation of the Effort scale scores has been reported previously in recommendations (e.g., Millar & Schau, 2010; Schau, 2008) and been alluded to in other studies (e.g., Millar & White, 2014; Schau & Emmioğlu, 2012). Some published studies have not included histograms of scale scores, instead opting to include boxplots of pre, post, and/or change scores, which do not illustrate the phenomenon as powerfully.

\(^4\) The same colors are used for the constructs in all the figures and tables in this manuscript to facilitate following the results for a single construct across the different analyses.
While research supporting the exact cause of this phenomenon with the SATS-36 Effort scale has not been conducted, it is plausible that this is an example of social desirability bias, wherein participants will self-report answers they think are aligned with the research goals (e.g., Dillman et al., 2014). Each of the items on the Effort scale appears is a statement that students may perceive as having a response that their instructor or the researchers view more favorably (e.g., “I plan to attend every statistics class session” [Schau, 2005, p. 3]). It is also plausible that students simply systematically over-estimate the amount of effort they will expend in statistics courses before the semester begins, which may be related to instructor emphasis on the first day of class (e.g., Posner, 2014). The ceiling effect in the pre-course Effort scores may account for the often noted decline in Effort scores (e.g., Bateiha et al., 2020; Ramirez & Bond, 2014; Schau & Emmioglu, 2012).

Regardless of the cause, users of the SATS-36 instrument should be aware of a dramatic ceiling effect for the Effort scale and decreases in Effort scores from pre-course to post-course present in multiple studies with different samples of students. Interpretation of Effort scores for describing a change in attitudes toward statistics (either positive or negative) may not be possible in the scale’s current form. Many types of statistical analyses used by practitioners of the SATS include assumptions of normality, and the Effort scale will often cause a violation of these assumptions. Researchers who are concerned about this phenomenon in their sample but who also wish to administer the complete SATS-36 instrument may consider reporting only descriptive statistics for the Effort scale and foregoing traditional inferential procedures or using nonparametric methods.

### 3.2. RESISTANCE OF SCALE SCORES TO CHANGE

Attitudes are recognized as an important outcome for introductory statistics courses both because they relate to student achievement and because they affect statistical behavior and choices outside the
introductory statistics classroom (Gal et al., 1997; Ramirez et al., 2012). Assessing changes in these attitudes is therefore a natural goal of research, and numerous instruments have been created to measure these changes (Nolan et al., 2012). The pre/post design of the SATS instruments makes this focus on measuring changes in attitude components explicit, and a \( \frac{1}{2} \)-point change in scale scores for individuals has been recommended as a criterion for noting the importance of a change (Schau & Emmioğlu, 2012). Results exceeding a \( \frac{1}{2} \)-point change in section means are not commonplace, though such change in individuals may be more common.

Two similar but distinct \( \frac{1}{2} \)-point change thresholds have been used in the literature: thresholds for individuals and thresholds for group means. The rationale for a \( \frac{1}{2} \)-point change in a scale score being deemed important for individuals is articulated by Schau and Emmioğlu:

> … we considered differences of about \( \frac{1}{2} \) point or more as important. That value represents a change of about 8% of the possible range in the Likert scale for each item. As examples, we describe how students could change their scores by \( \frac{1}{2} \) point on the Interest component, one of the components with 4 items (the fewest number of items in a component), and on the Value component (the component with 9 items, the greatest number of items). For Interest, students’ scores would change by \( \frac{1}{2} \) point if they changed their Likert scale responses by 1 point on two items (half of the items in the component) or by 2 points on one item. Students could change their scores by slightly over \( \frac{1}{2} \) point on the Value component by changing their scale responses by 1 point on 5 items (about half of the items) or in several other ways.

We believe that this degree of change is important. (2012, p. 88)

This explanation of the \( \frac{1}{2} \)-point change in scale scores being important is clearly framed by Schau and Emmioğlu as pertaining to individuals’ scores, not \( \frac{1}{2} \)-point changes in class averages. This \( \frac{1}{2} \)-point threshold for individuals has been used to classify individual students’ changes in attitudes in recent studies (e.g., Chiesi & Primi, 2018; Kerby & Wroughton, 2017).

A \( \frac{1}{2} \)-point change in mean scale score changes for statistics courses has also been discussed in the literature. The recommendation to use a \( \frac{1}{2} \)-point change in mean scores as the threshold for practical significance predates the recommendation for individuals: “we do not consider mean gains of less than 0.5 to be of practical significance” (Millar & Schau, 2010, p. 1137). The existence of these two similar thresholds complicates interpretations. After articulating the rationale for the \( \frac{1}{2} \)-point change threshold for individuals, Schau and Emmioğlu (2012) use a \( \frac{1}{2} \)-point change threshold to examine the mean change in statistics attitudes from the pre-course to post-course administrations; they state, for example, “Most of the Difficulty section means did not change (within the range from -\( \frac{1}{2} \) to +\( \frac{1}{2} \) point)” (p. 90) and include indicator lines demarcating this region on their boxplots.

Using a \( \frac{1}{2} \)-point change threshold for practical significance of section mean changes tends to result in few, if any, constructs exhibiting a change of practical significance (e.g., Schau & Emmioğlu, 2012). Bond (2008) noted that small or negligible changes in section mean scale scores from pre-course to post-course administrations may obscure an important finding: there are students within a statistics section that do change their attitudes. Examining the individual students may be the key to explaining why those changes occur and, consequently, why section mean changes are rather small. A similar phenomenon is noted by Kerby and Wroughton (2017). Among published pre/post SATS studies that report mean changes for each scale (i.e., the recommended use of the SATS), some have noted no changes for any components that exceed \( \frac{1}{2} \) point (e.g., Schau & Emmioğlu, 2012) while others have noted some changes. Chiesi and Primi (2009) found statistically significant differences for each of the four components in an Italian translation of the SATS-28, but only for the Value component did the change exceed \( \frac{1}{2} \) point. Other studies have noted changes that exceed \( \frac{1}{2} \) point, but only with negative changes for the Interest or Effort component (e.g., Bond et al., 2012; Ramirez & Bond, 2014). The mean differences from the SATS data warehouse are shown in Table 1 and illustrate largely the same phenomenon: none of the scales had changes that exceeded \( \frac{1}{2} \) point, but Interest and Effort have effect sizes that can be characterized as medium and large, respectively. Boxplots are shown in Figure 2 to illustrate the mean change scores for each of the 120 introductory statistics sections represented in the SATS data warehouse: this figure illustrates largely the same pattern in section mean scores noted by Schau and Emmioğlu (2012).
Table 1. The section mean differences (post-pre) and effect sizes for the N=120 sections in the SATS data warehouse sample.

<table>
<thead>
<tr>
<th>Color</th>
<th>Component</th>
<th>Mean Difference</th>
<th>Cohen’s d</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affect</td>
<td></td>
<td>0.15</td>
<td>0.29</td>
<td>Small</td>
</tr>
<tr>
<td></td>
<td>Cognitive Competence</td>
<td>0.11</td>
<td>0.23</td>
<td>Small</td>
</tr>
<tr>
<td>Value</td>
<td></td>
<td>-0.20</td>
<td>-0.40</td>
<td>Small</td>
</tr>
<tr>
<td>Difficulty</td>
<td></td>
<td>0.12</td>
<td>0.35</td>
<td>Small</td>
</tr>
<tr>
<td>Interest</td>
<td></td>
<td>-0.36</td>
<td>-0.57</td>
<td>Medium</td>
</tr>
<tr>
<td>Effort</td>
<td></td>
<td>-0.39</td>
<td>-1.23</td>
<td>Large</td>
</tr>
</tbody>
</table>

Figure 2. Overall mean change scores (post-pre) for each of the 120 sections of introductory statistics courses in the SATS data warehouse. This figure is modeled on Schau and Emmioğlu’s (2012) Figure 2 and exhibits the same pattern. Horizontal dashed lines indicate the ½-point threshold for an important change.

Half-point differences have been noted in other studies that are beyond the recommended use for the SATS instruments. In their work with Irish pre-service teachers using the SATS-36 in a single administration snapshot design, Hannigan et al. (2013) found differences greater than ½ point in every component in at least one pair of years. Kerby and Wroughton administered the SATS-36 three times and identified a ½-point decrease in the effort scale from the pre-course administration to the mid-course administration for the Effort scale, but no other changes exceeded ½ point. Analyzing the change in SATS scores between semesters, Millar and White (2014) found no mean differences exceeding ½ point; however, as part of searching for ways to better capture changes, they examined the means of the absolute values of the differences and found values all exceeding ½ point. Across these and numerous other studies with students who have taken the SATS within the course of a semester or academic year, section mean changes exceeding the ½-point threshold identified as important have not been commonly identified. When such changes are identified, they are often in the Effort scale scores, which itself has challenges to interpretation that have been noted previously.
Although ½-point mean changes by sections are not observed in the SATS warehouse data (Figure 2 and Table 1), applying the ½-point change threshold to individuals reveals a notable finding. As shown in Table 2, for each of the SATS-36 scales at least half of the respondents had a change score that would be of practical significance, either less than -½ point or greater than +½ point. The distributions of these change scores are roughly symmetric (not shown) and suggest that more sophisticated analyses should be pursued to investigate changes rather than relying on section means.

Table 2. The percentage of all respondents in the SATS data warehouse with a change score that is less than -½ point or greater than +½ point. (n = 2300)

<table>
<thead>
<tr>
<th>Color</th>
<th>Component</th>
<th>% with Change Score Less than -½ Point</th>
<th>% with Change Score Greater than +½ Point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Affect</td>
<td>26%</td>
<td>34%</td>
</tr>
<tr>
<td></td>
<td>Cognitive Competence</td>
<td>25%</td>
<td>31%</td>
</tr>
<tr>
<td></td>
<td>Value</td>
<td>36%</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td>Difficulty</td>
<td>20%</td>
<td>30%</td>
</tr>
<tr>
<td></td>
<td>Interest</td>
<td>39%</td>
<td>17%</td>
</tr>
<tr>
<td></td>
<td>Effort</td>
<td>31%</td>
<td>8%</td>
</tr>
</tbody>
</table>

The lack of ½-point changes in means might have several consequences. First, it might indicate a lack of ability of the SATS to detect changes in student attitudes properly. On the other hand it might reflect average change scores properly, indicating that we should not expect to see such changes after one semester of introductory statistics for some or all attitude components (e.g., Gal et al., 1997) or that individual positive and negative changes cancel each other out at the class level. It is not possible for us to tell if this is measurement error on behalf of the SATS or a true indication of only minor changes in average student attitudes toward statistics. This indicates that failing to observe a ½-point average change during a semester should not reflect negatively on the instructor or intervention used (if any) because such change may not be possible in only one semester or the instrument may not be able to detect it if it does occur. The creation of a ½-point rule by the SATS authors, however, indicates they believe the instrument should be able to detect such changes.

Further investigation into the ½-point change recommendations is needed. For individuals, no studies have examined the stability of individuals’ scores in a test-retest setting (e.g., Crocker & Algina, 1986). For a ½-point change to be meaningful for individuals, the stability of scores for the SATS instruments administered in short succession (i.e., not at the beginning and end of the course) should be evaluated. For both ½-point change recommendations, a quirk in the SATS-36 instrument instructions may partially explain a lack of observed changes: “If you have no opinion, choose response 4” (Schau, 2003b, p. 1). This instruction to respondents may have the effect of biasing pre-course scores toward neutral because students may not yet have a firm opinion about statistics. For example, students may have a weak negative attitude at the beginning of a course due to lack of exposure and develop a strong neutral attitude by the end of the course but, due to the instructions, respond to items with a 4 each time, resulting in little to no observed change. The effect of this instruction, if any, has not been empirically investigated with the SATS.

In summary, it is unclear what type of ½-point change is considered meaningful for SATS data (individual change or group change) or if this ½-point threshold is appropriate. There are several plausible reasons for why ½-point section mean changes may be uncommon: such change may be difficult to elicit in a single semester, the changes may occur but be undetectable by the SATS instruments, or a more subtle reason such as more students responding “4” only in the pre-course surveys due to the instructions because they have little prior exposure to statistics.
4. USE WITH OTHER POPULATIONS

The previous discussion of challenges to interpretation of the SATS instrument scores were in the context of their use with undergraduate students in introductory statistics courses—the population for which they were developed (Schau et al., 1995) and for which there is evidence of validity (e.g., Nolan et al., 2012). A broad challenge to the use of the SATS instruments occurs when users seek to administer it to other populations. Interpreting scores from an instrument administered to a different population requires the collection of additional validity evidence (AERA et al., 2014). For example, the use of the SATS with introductory students in a large, public university in the American southeast would likely be similar to its use with students in a similar institution in the American southwest. As the studied population becomes more dissimilar from the original population; however, users of the instrument must take more care to support the intended interpretation of scores. For example, using the SATS with pre-service teachers in education courses might represent a substantial departure from the original intended population. In this section we describe uses of the SATS instruments with graduate students, with pre-service and in-service teachers, and with students who are not enrolled in introductory statistics courses.

4.1. USE WITH GRADUATE STUDENTS

The development of the SATS-28 was focused explicitly on students enrolled in introductory statistics courses at both the undergraduate and graduate level (Schau et al., 1995). The participants in the NGT process used to generate items were two graduate students, two undergraduate students, and two instructors of introductory statistics courses (Schau et al., 1995). Additionally, data were collected from undergraduate and graduate students in the pilot and operational administrations of the SATS-28 instrument (Schau et al., 1995). When the factor structure was examined, however, Schau et al. (1995) excluded graduate students, undergraduate students who were not seeking a degree, and international students because of differences in course characteristics and students’ prior exposure to statistics. Taken together, the original development paper (Schau et al., 1995) provides some validity evidence supporting the use of the SATS with introductory statistics students broadly, but stronger evidence is provided for degree-seeking undergraduate students only.

Most studies that examined the factor structure of the SATS-28 and SATS-36 instruments included only undergraduate students and generally identified factor structures consistent with the proposed four and six factor solutions, respectively (e.g., Dauphinee et al., 1997; Hilton et al., 2004; Vanhoof et al., 2011). Few studies included graduate students in analyses of the structure of SATS instruments (e.g., Coetzee & Van der Merwe, 2010): one study with a sample of 342 students had approximately 80% graduate students, and an EFA yielded a two-factor solution for the SATS-28 (Cashin & Elmore, 2005). Although the use of EFA rather than CFA was a limitation of this study, the result is notable because of the sample of primarily graduate students. Because graduate students were excluded by the developers when performing CFA, the finding of a different factor structure with a group of primarily graduate students challenges the use of the SATS instruments with groups beyond undergraduate introductory statistics courses without additional validity evidence.

4.2. USE WITH TEACHERS

There has been a trend toward using the SATS instruments with both pre-service teachers (e.g., Batanero et al., 2005; Hannigan et al., 2013; Lipka & Hess, 2016; Nasser, 2004) and in-service teachers (e.g., Harshe & Abraham, 2017; Zapata Cardona & Rocha Salamanca, 2011). This is immediately problematic when the pre- or in-service teacher is not currently enrolled in a statistics class, due to the wording of several SATS items (as noted in section 4.3), but there are also other concerns.

Although pre-service teachers are often undergraduate students, they are a special sub-population of undergraduates that cannot be conflated with undergraduates in general. One key difference is that pre-service teachers are on a trajectory toward becoming instructors—and possibly instructors of statistics. As
pre-service teachers progress through their programs, they take on additional roles: in some situations, they are a student, and in other situations they are a teacher. While a first-year pre-service teacher enrolled in a general introductory statistics course may be quite similar to other undergraduate students, a pre-service teacher enrolled in their last-semester student teaching course may be more similar to in-service teachers in their responses.

To collect validity evidence for the use of the SATS instruments with teachers, Whitaker (2020) administered the SATS-36 instrument to a group of highly-experienced statistics teachers—the logical extreme of the trend toward using the SATS instruments with pre-service and in-service teachers. A critical case sample (Patton, 2002) of 12 exemplary secondary school teachers of statistics were recruited and asked to complete the SATS-36. The participants were primarily mid-career and late-career teachers, having an average of 30 years of teaching experience; for further details on this sample of statistics teachers see Whitaker (2020).

Informal discussions with the exemplary statistics teacher participants in this study raised concerns about the validity of interpretations of the SATS-36: for Difficulty, it was unclear if participants were to answer the items based on their own personal experiences as learners of statistics, their experiences as teachers of statistics, or how they thought their students would characterize the difficulty of statistics. This raises concerns about what instructions, if any, should be given to the respondents and about how to interpret the results of already-administered surveys with respondents who have an instructional role (whether pre-service or in-service teachers).

Another potential concern with the use of the SATS-36 instrument with teachers comes from comparing the scale scores from the exemplary statistics teachers in this study with scale scores from teachers in other studies. Specifically, Hannigan et al. (2013) report SATS-36 results from Irish pre-service teachers, disaggregated by year in school (i.e., Year 1 to Postgraduate). These results, together with the scores from the exemplary statistics teachers in this study, are shown in Figure 3. There are several inferences that may be made from the comparison of these scores that have implications for the validity of interpretations from the SATS-36 instrument.

Figure 3. Pre-course SATS-36 average construct scores from Irish pre-service teachers, disaggregated by year in school as reported by Hannigan et al. (2013), together with results from the exemplary in-service teachers in this study.
A continuum of scores is visible in Figure 3 for most constructs, with Year 1 students generally having lower scores and Exemplary In-Service Teachers having higher scores. That the exemplary statistics teachers had the highest scores is consistent with other Hannigan et al. (2013) results and other studies that showed an increase in positive attitudes with more exposure to statistics (e.g., García-Martínez et al., 2015; Zapata Cardona & Rocha Salamanca, 2011). This trajectory of increasingly positive attitudes is a type of internal structure validity evidence and supports the validity of interpretations from the SATS-36 instrument with students and teachers.

Although a trajectory of increasingly positive attitudes from Year 1 students to exemplary in-service teachers can be seen in Figure 3, there are still unknowns about what this trajectory would look like if early and mid-career in-service teachers were examined. Moreover, the rather high scores from the exemplary statistics teachers raise concerns about possible ceiling effects when using the SATS-36 instrument, and the similarity of the pre-service and in-service teachers’ scores raises concerns about whether the SATS-36 fails to capture real differences among these groups or if the groups really are quite similar.

4.3. OTHER USES OUTSIDE OF INTRODUCTORY STATISTICS COURSES

The growing interest in using the SATS instruments has also resulted in their use in courses beyond introductory statistics, although the development of the SATS instruments was firmly grounded in the context of introductory statistics courses (Schau et al., 1995), and most validity evidence supports the use of the instruments in only this context. Uses beyond introductory statistics courses fall into three categories: use of adapted versions of the SATS administered in other subjects for research purposes, use with students in discipline-specific courses containing statistics content (e.g., “Business Strategy”), and use with respondents who are not enrolled in any course containing appreciable statistics content. Adaptations of the SATS instruments result in new instruments that are not the SATS instruments for which documented validity evidence is available. Even though such adaptations may be reasonable, new validity evidence must be collected to support their intended use and interpretations of scores from the instruments.

As part of a study into the resistance of scale scores to change (see Section 3.2), the SATS-36 was adapted for use in other STEM subjects by Bond (2008) and undergraduate research assistants participating in Monmouth College’s Summer Opportunities for Intellectual Activities (SOFA) program. Items were modified by replacing the term “statistics” with another STEM discipline (i.e., biology, chemistry, computer science, mathematics, physics, astronomy, and psychology, based on the courses the adapted versions were to be administered in). The goal of this study was to collect validity evidence about the SATS-36 for use in statistics contexts and not to develop new instruments for widespread use in STEM classes. Based on data collected from 115 students from 15 different STEM course sections who completed both the pre- and post-course surveys, the results were similar to those discussed in Section 3.2. That is, many individual students exceeded the ½-point threshold on each construct—reflecting both positive and negative changes at the individual level—but few sections exhibited mean changes greater than ½ point. This is further evidence that either some components measured by the SATS-36 may not be changeable within a semester or that, if such change occurs, it may not be detectable by the instrument.

Out of a desire to use the SATS-36 with students enrolled in courses such as Business Strategy or Finance and Accounting, which may be related to introductory statistics in some way (e.g., Tempelaar, Gijselaers et al., 2007), some users have developed modified versions of SATS instruments. As with the STEM study, the primary changes were replacing the term “statistics” in items with the relevant course name. Unlike the STEM study, however, the goal was to interpret the students’ scores in the context of these other subjects (rather than studying the properties of the SATS instruments in general). Such modifications represent a significant departure from an instrument, and additional validity evidence supporting the interpretations of scores from the new instrument is needed (Schau, 2008).

Lastly, researchers have used the SATS-28 (e.g., García-Martínez et al., 2015) and SATS-36 (e.g., Hannigan et al., 2013) to compare attitudes toward statistics across students in different years of a program. In these studies, however, only students in one year received explicit instruction in statistics, and the appropriateness of using the SATS-36 with the students who were not receiving instruction in statistics is
not immediately clear. While five of the constructs measured by the SATS-36 are defined in a way that is ostensibly appropriate for people who are not learners of statistics, the Effort construct positions the respondent as a learner of statistics (Schau, 2005b). Moreover, ten of the 36 items on the SATS-36 position the respondent as either a learner of statistics or enrolled in a statistics course. For example, item 11 states “I will have no idea of what’s going on in this statistics course” and item 14 states “I plan to study hard for every statistics test” (Schau, 2005b, pp. 1–3). The use of these items and their associated scales with respondents who are not enrolled in a statistics course compromises the validity of the interpretations of the score because it is unclear as to how responses to items about planning to study for a statistics exam could be meaningful when the respondent knows such an exam will never occur.

5. CONCLUSION

The SATS-28 (Schau, 1992) and SATS-36 (Schau, 2003b) instruments were developed to measure changes in attitudes toward statistics in introductory statistics courses (primarily with undergraduate students) using a development process (Schau et al., 1995) described in the SERJ special issue on attitudes in statistics education (Nolan et al., 2012). At the time of their release, the development process for the SATS instruments was rigorous, and this has led to their widespread, sustained use for nearly three decades. Many contributions to the statistics education literature have drawn upon the SATS instruments in some way. Researchers, however, have increasingly sought to use them in novel contexts outside of the original intended use. In addition, the understanding of validity evidence and acceptable use of instruments has been updated and refined. The 2014 Standards note that documenting appropriate validity evidence for intended uses is “the joint responsibility of the test developer and the test user” (AERA et al., 2014, p. 13). Previous recommendations and cautions regarding the use of the SATS instruments have been made (e.g., Millar & Schau, 2010; Schau, 2008), but have not addressed all of the challenges discussed in this paper. These challenges reflect two realities: the use of the SATS in practice leads to problematic interpretations, and researchers are implementing the SATS in ways for which it was not originally intended, without collecting and documenting appropriate validity evidence.

For many researchers, the SATS family of instruments continues to be suitable for common uses. The authors of this manuscript intend to continue using the SATS-36 instrument for both research and program evaluation purposes in the near future. The biggest challenge for using the SATS instruments in their intended context of undergraduate introductory statistics courses relates to appropriate ways to interpret the scale scores. There are important differences between the constructs as operationalized in Eccles’s EVT and the SATS instruments (Whitaker et al., 2018), and these limit the ability of the SATS instruments to draw on the extant body of EVT literature. Misalignment between the SATS family of instruments, SATS-M framework, and EVT framework may account for some of observed inconsistencies in the empirical factor structure (e.g., Cashin & Elmore, 2005; Vanhoof et al., 2011) and complicated score interpretations. Similarly, the constructs of Difficulty (Schau & Emmioglu, 2012) and Effort may not be interpretable on the same positive to negative attitude continuum that is documented in the scoring guides (Schau, 2005a, 2005b) and appropriate for the other constructs. The instructions “If you have no opinion, choose response 4” (Schau, 2003b, p. 1) result in a 1-7 scale that cannot truly be interpreted as a continuum because students with no opinion at all and a truly neutral opinion cannot be distinguished based on their responses. Further research into distinguishing among students with no opinion, a neutral attitude, and contradictory attitudes may clarify future interpretations and lead to better identification of attitude changes within a semester.

Because of the complexity of interpreting changes in some constructs, users of the SATS instruments might choose to focus on performing inferential techniques for only a subset of the constructs—for example, the four constructs on the SATS-28 (e.g., Cladera et al., 2019). Focusing on an a priori subset would help mitigate the challenge of making multiple comparisons (e.g., Millar & Schau, 2010). Effort is a strong candidate for reporting only descriptive statistics, and similar arguments might be made for the Interest and Difficulty scales as well. Schau and Emmioglu (2011) view Value, Cognitive Competence, and Interest as the most important of the six components, and these might be another reasonable a priori subset.
to analyze. Of course, users should report sufficient information about the context of their study, the observed properties of the instrument for their sample, and follow the recommendations previously articulated for reporting (e.g., Millar & Schau, 2010; Millar et al., 2013; Schau, 2008; Schau & Millar, 2011). Decisions about analytic methods are often preferable to modifying an instrument by changing items, scoring algorithms, or scale composition. Great care must be taken when modifying an instrument or when interpreting the results of a study that has done so, and validity evidence should be documented for the modified instrument and alternate audience.

Another major challenge to the use of the SATS instruments occurs when researchers use the instruments outside of the intended context of undergraduate introductory statistics courses in a pre/post design. Owing in part to its popularity and the validity evidence available (Nolan et al., 2012; Ramirez et al., 2012), the SATS has been used in studies with different populations such as graduate students (e.g., Cashin & Elmore, 2005), students not enrolled in a course with statistics content (e.g., Hannigan et al., 2013), students enrolled in discipline-specific courses with some statistics content (e.g., Tempelaar, Gijsgelaers et al., 2007), pre-service teachers (e.g., Batanero et al., 2005; Hannigan et al., 2013), and in-service teachers (e.g., Zapata Cardona & Rocha Salamanca, 2011). Moreover, the SATS instruments have been used with research designs other than the intended pre/post design such as snapshots of attitudes (e.g., Hannigan et al., 2013; Hood et al., 2012) and longitudinal designs with more than two time periods (e.g., Kerby & Wroughton, 2017; Millar & White, 2014). Each of these uses requires additional validity evidence to be collected to document the appropriateness of using the SATS instruments in a new context: the results of the studies themselves contribute to the validity evidence, but they are incomplete. A thorough validity argument supporting each of these uses drawing from various sources of evidence (e.g., AERA et al., 2014) or another validity framework (cf. Krupa et al., 2019) should be conducted before interpretations from the SATS in these new contexts are accepted as appropriate. The use of SATS instruments in some contexts may also be inappropriate, and documenting sufficient validity evidence for their use in such contexts may not be possible.

Many instruments measuring attitudes toward statistics exist and have been described by Nolan et al. (2012): these instruments represent different conceptualizations and aspects of attitudes. Instruments to measure affective constructs in teachers are increasingly being developed, though none measure attitudes toward statistics in the same broad manner that the SATS instruments do with students. Zumbrun (2016) developed a scale that augments the SATS-36 (Schau, 2003b) with items aligned with the GAISE Framework (Franklin et al., 2007). The Self-efficacy for Teaching Statistics (SETS) instruments (Harrell-Williams et al., 2014, 2015) are designed to measure teachers’ self-efficacy (e.g., Bandura, 1977, 1986) for teaching specific statistical concepts. The Statistics Teaching Inventory (STI) measures statistics teachers’ beliefs and practices (Zieffler et al., 2012). Instruments developed for use with teachers might be substantially better-suited than the SATS instruments to answering research questions where participants are teachers. Work has also begun on a new family of instruments based on Expectancy Value Theory, designed to measure the attitudes toward statistics of students and instructors that do not require a pre/post class-focused structure (e.g., Bataki et al., 2018; Whitaker et al., 2019, 2018); data collection is on-going Unfried et al., 2018; Whitaker, 2021). Appropriate use of instruments, on-going collection and documentation of validity evidence, and the development of new instruments for measuring either new constructs or for use in new contexts will strengthen statistics education research.
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