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1. Time Series Analysis 

Time Series Analysis is  a pa r t i cu la r  area o f  Stat ist ics t h a t  has seen remark-  
able progress  i n  t h e  last  20 years. There  has been increased a c t i v i t y  
and in te res t  in b o t h  t h e S t h e o r y  and pract ice o f  t h e  subject t h a t  has led  i n  
some sense t o  a uni f icat ion o f  methodologies t h a t  ex is ted prev ious ly .  Ea r l y  
w o r k  i n  t h e  f i e l d  can be  regarded as development associated w i t h  t w o  main 
schools b road ly  descr ibed as t h e  exact  and t h e  non-exact sciences. 

There  is  a d is t inct ion between these two  approaches, c lear ly  l i nked  t o  t h e  
area o f  application. T h e  phys ic i s t  wanted t o  i n t e r p r e t  var iat ion ove r  t ime 
i n  terms o f  per iodic components; t h e  economist sought  t o  f i r s t  i r o n  o u t  
what  was regarded as "s t ray"  va r iab i l i t y  and then  pro jec t  i n to  t h e  f u t u r e .  

A modern approach t o  many areas has t h e  two  components: 

Theory :  Postulate a class o f  models; invest igate t h e i r  p roper t ies  en - 
s u r i n g  t h e  class i s  wide enough t o  cover and allow (most) observable 
phenomena! 

Data analysis: A p p l y  known and possibly new descr ip t ive  and summary 
techniques t o  adequately describe t h e  data. 

and t h e  two  components meet i n  t h e  guise o f  "model fitting" whereby t h e  
observed summary stat is t ics and character ist ics are  i n  some way matched 
t o  a set o f  theoret ical character is t ics exh ib i ted  by a member o f  t h e  class o f  
models. Th is  model t h e n  l ies a t  t h e  hear t  o f  any  inferences t h a t  need t o  be  
drawn, be t h e y  in t h e  "explanation" o r  "forecasting" object ive areas. Such 
a s t r u c t u r e d  approach now exists  i n  most areas o f  Stat ist ics and  in t h e  
par t icu lar  sphere o f  Time Series Analysis underl ies t h e  1960's approach o f  
Box and Jenkins as exempli f ied in t h e i r  book (Box & Jenkins,l970). 

2. The role of computers 

It is  c lear ly  no t  p u r e  coincidence t h a t  t h e  growth  i n  Time Series Analys is  
has occur red a t  t h e  same time as t h e  growth  o f  computing avai labi l i ty .  
Software o f  suitable qua l i t y  was a l i t t l e  slow in appearing a t  f i r s t .  b u t  r e -  
cent  years have seen t h e  in t roduct ion  o f  many new and re-vamped s ta t is -  
t ica l  packages, and most o f  these nowadays contain qu i te  extensive Time 
Series rout ines.  T h i s  i s  t r u e  o f  established packages such as BMDP, 
SPSS, SAS, MINITAB.  etc. and t h e  g rowth  o f  avai labi l i ty  and usage con- 
t inues w i t h  t h e  gradual  in t roduct ion  o f  microcomputer versions o f  these 
packages. T h e  ear l ier  comments concerning t h e  two  areas o f  o r i g i n  also 
app ly  when one looks a t  some o f  these packages; MIN ITAB f o r  example is  
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clearly modern in  i ts approach in  that  it i ts inbui l t  routines almost all be- 
long t o  the model-data-fit philosophy. Some of the newer and more special- 
ised packages however clearly show parentage in the "smooth and forecast" 
camp with Box-Jenkins routines appearing alongside the ad hoc forecasting 
routines of old (examples being RATS and TSP). 

The favoured package for  teaching at Aberystwyth is the very  powerful 
STATGRAPHICS. Available for  IBM microcomputers and their  clones, this 
menu dr iven package covers an extremely broad spectrum. Time Series is 
just  one of i ts  22 sub-menus (another being Smoothing) and i ts  user 
f r iendly interactive ,mode of operation allows students t o  perform standard 
analyses on data at  their  pace and in  their  order. Box-Jenkins Modelling is 
one of the 15 options offered in  the Time Series Analysis sub-menu, and 
Fig.1 shows the display at the beginning of th is routine. The various pa- 
rameter, model specification and accuracy options can be modified b y  
simple cursor movements, and the key at  the bottom of the display shows 
the choice of next step - thus a single key press will display the autocor- 
relation function, while another will fit the model current ly  specified. Ease 
of operation is a boon. 

Figure 1 

...................................... 
GENERAL UNIVARIATE ARIMA MODEL FITTING 

Output t ime series: i l l e g i t  

Order of nonseasonal d i f  f . : (3 
Constant contained i n  model: YES 
Order of  nonseasonal AR fac to r :  2 
Order of  nonseasonal MA fac to r :  O 

Maximum lag  f o r  acf p lo ts :  24 
Lags f o r  chi-square t es t :  20 

Order o f  seasonal d i f f . :  0 
Length of  seasonal i ty :  12 
Order of  seasonal AR fac to r :  O 
Order of  seasonal MA fac to r :  0 

Maximum l a g  f o r  PACF p lo ts :  
Number of  forecasts  desired: 

Backf orecasting: YES 
Maxi mum i t e ra t i ons :  25 
Stopping c r i t e r i o n  1: .0001U 
Stopping c r i t e r i o n  2: .00100 

PRESS ENTER TO UPDATE PANEL, THEN DESIRED PF KEY. 

*1HELP 2SERIES 3ACF 4PACF SESTIM 6RACF 7RPACF SINTPER 9FORCST 1OQUIT 
PR I NT WED AUG 6 1986 (36:54:00 PM VERSION 1.1 REC : OFF 

3. The A b e r y s W h  Microcomputer Laboratory Project 

The combined Mathematics departments at  Aberystwyth are current ly  en- 
gaged in  a collaborative project geared towards the use of microcomputers 
i n  teaching. As par t  of this project, software is being developed fo r  use in  
teaching a var iety of mathematical and statistical topics. It is recognised 
that  any such software should possess the following virtues: 

ICOTS 2, 1986: D. Alan Jones



(i) it should be easy t o  use; 

(ii) it should be  versati le, and a n y  collection of software rout ines 
should have a common appearance; 

(iii) t h e  whole system should b e  adaptable and f lex ib le  t o  new and local 
requirements; 

(iv) t h e  whole system should n o t  b e  too dependent on  t h e  par t icu lar  
hardware used, t o  allow f o r  use in a w ider  mathematical community 
which can o n l y  lead t o  be t te r  tes t ing  and  ult imately t o  improve- 
ment. 

Even though  Stat ist ics teachers are  wel l  accustomed t o  us ing  computational 
aids, experiences w i t h  STATGRAPH ICS have impressed. Students read i ly  
take t o  t h e  menu-driven system and s ta f f  welcome t h e  fac i l i t y  o f  add ing 
t h e i r  own routines, a v e r y  unusual  feature. 

Packages inva r iab l y  contain rout ines t o  per form cer ta in analyses and c a r r y  
o u t  g iven operat ions on data. T h u s  t h e  market  provides reasonably well 
f o r  t h e  data analysis stage o f  t h e  approach re fe r red  t o  a t  t h e  end o f  sec- 
t i on  1, as wel l  as f o r  t h e  l i n k i n g  stage. T h a t  is, we can summarise data 
and, once we have decided upon a model, we can fit suitable parameter 
values. There  is a vo id  in t h e  area o f  model teaching, t h e  general process 
o f  famil iar isat ion w i t h  models and  what  models mean. Time Series is  p e r -  
haps an area where t h i s  problem is  more acute than  elsewhere. T h e  r a p i d  
g rowth  and development o f  t h e  subject  has led t o  a p lethora o f  available 
models and presents t o  t h e  newcomer a bewi lder ing choice. There  is  the re -  
f o r e  a need f o r  systems t h a t  w i l l  allow a user  t o  speci fy  a g iven model and 
in r e t u r n  t o  receive: 

(i) a descr ipt ion o r  p lo t  o f  t h e  corresponding summary measures; 

(ii) a simulated real isat ion o f  t h e  series. 

I n  such a package i n  t h e  course o f  development, summary funct ions are  
shown on t h e  screen below a dynamic simulation o f  t h e  process and  t h e  
under l y ing  wh i te  noise; these scro l l  across t h e  screen allowing t h e  user  t o  
observe a range o f  possible pat te rns  generated by t h e  ;model. Th is  p r o -  
vides t o  be  a usefu l  device f o r  t h e  student, in par t icu lar  demonstrat ing 
t h e  d i f f i c u l t y  o f  d iscr iminat ing between many models o f  t h e  same t y p e  b u t  
w i t h  s l i gh t  di f ferences i n  parameter values. The  f u l l  vers ion o f  t h i s  sof- 
tware  allows f o r  t h e  simulation o f  a n y  stat ionary ARMA model, and  also 
permi ts  invest igat ion o f  t h e  ef fects o f  non-stat ionar i ty  as exh ib i ted  by t h e  
ARIMA class, and by t h e  in t roduct ion  o f  in tervent ion and determinist ic 
terms in to  t h e  model. 
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Figure 2 

ICOTS 2, 1986: D. Alan Jones



Whilst primarily aimed at aiding model familiarisation, there are already 
indications that some individuals use simulations to assist- (or as a check) 
in the model identification stage of analysis, by simple visual comparison of 
the patterns generated. 
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