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Abstract

Simulations have played an increasing role in introductory statistics courses, as both content and pedagogy. Empirical research and theoretical arguments generally support the benefits of learning statistical inference with simulations, particularly in place of traditional formula-based methods with which introductory students typically struggle. However, the desired learning benefits of simulations have not been consistently observed in all circumstances. Moreover, students in introductory courses have exhibited several types of misconceptions specific to simulations. One theme common to several of these misconceptions is conflating the hypothetical nature of simulations with the real world. These misconceptions, however, have only been discussed in the context of null-hypothesis significance testing (NHST), typically with a randomization-test simulation. Misconceptions about bootstrapping for the purposes of statistical estimation, a common component of simulation-based curricula, have remained unexplored.

The purpose of this study was to explore introductory statistics students’ real-world interpretations of hypothetical simulations. The research questions driving this study were the following: (1) To what extent are there quantitative differences in student understanding of the hypothetical nature of simulations when working with null-hypothesis significance testing vs. estimation? and (2) What typical themes emerge that indicate students are conflating the hypothetical nature of simulations with the real world? The Simulation Understanding in Statistical Inference and Estimation (SUSIE) instrument was created to evaluate student interpretations about the properties of simulations throughout the entire statistical analysis process. The final instrument consisted of eighteen constructed-response items interspersed throughout descriptions of
two different statistical research contexts. One context presented the randomization test for the purpose of NHST, and the second context presented bootstrapping for the purpose of statistical estimation. The instrument was developed, piloted, and updated over eight months and then administered to 193 introductory statistics students from one of two simulation-based curricula. Responses to the instrument were quantitatively scored for accuracy and qualitatively classified for clear examples of conflating the hypothetical nature of simulations with the real world. Quantitative scores were analyzed with descriptive statistics, inferential statistics, and several linear models. Qualitative classifications were analyzed by identifying the primary themes emerging from the responses to each item.

Results from the quantitative analysis suggest that there was no meaningful difference in the aggregate performance between interpreting the randomization simulation vs. the bootstrap simulation (average within-participant instrument section score difference = 0 points, 95% CI: -0.3 to 0.2 points, out of a possible 18 points). However, there was evidence of some differences in performance in parallel items between the NHST and estimation instrument sections. This indicates that participants inconsistently struggled with correctly interpreting the randomization test for NHST vs. bootstrapping for estimation, across the steps of a statistical analysis. Moreover, performance on the instrument overall (average total score = 9.0 points, SD = 3.7 points) and on a per-item basis indicates that several topics were difficult for participants. Bolstering this outcome, results from the qualitative analysis indicate that the participants held a large variety of misconceptions about simulations that pertain to real-world properties and that these misconceptions may vary by the type of simulation used. This
includes thinking that simulations can improve several real-world aspects of studies, can increase the sample size of a study after the data are collected, and are a sufficient replacement for a real-world process such as study replication. Implications from these results suggest the need for real-world conflations to be better addressed in the classroom, a clearer framework to define conflations, and new assessment to efficiently identify the prevalence of conflations and how they emerge when learning statistics with simulations.
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Chapter 1: Introduction

The bedrock of the introductory statistics course continues to morph from an emphasis on traditional mathematical formula to technology-focused modern pedagogy and methods. This follows from ongoing calls to update content, pedagogy, and usage of technology in the classroom (e.g., Cobb, 2007; Garfield & Ben-Zvi, 2009; Moore, 1997). Commensurate with these calls, the college Guidelines for Assessment and Instruction in Statistics Education (GAISE) advise instructors to use real data, active learning approaches, and technology for exploring concepts and data (Guidelines for Assessment and Instruction in Statistics Education College Report 2016, 2016). Furthermore, arguments have been made to replace or augment the traditional theory-driven statistical curriculum with content and pedagogy based on simulation and modeling (Cobb, 2007; Hesterberg, 1998; Pfannkuch et al., 2018).

In a broad, technical sense a simulation means using a representation of a system or phenomenon for a particular purpose (Banks, 2009; Greca et al., 2014; Ören, 2009). Statistical simulations involve procedures that use representations or models of statistical behavior and processes that employ randomness in some manner (e.g., Freund & Williams, 1966; Mooney, 1997). Simulation methods in teaching statistics may include a buffet of simulation types for several purposes (Chance & Rossman, 2006; Mills, 2002), including learning the central limit theorem (Dambolina, 1986; Mills, 2004), applying and learning statistical resampling methods such as bootstrapping (Engel, 2010; Hesterberg, 1998), and learning statistical inference (Cobb, 2007). Moreover, the scale of change in employing simulations has ranged from new activities (e.g., Chance &
Rossman, 2006) to entirely new textbooks and curricula (e.g., Garfield et al., 2012; Lock et al., 2013; Tintle et al., 2016).

Both theoretical and empirical arguments have been offered for using simulations in statistics courses. Learning theory perspectives include how to manage student cognitive load with simulations (e.g., Budgett & Wild, 2014; Lipson et al., 2006) and how simulations afford learning through constructivism (Erickson, 2006), including guided discovery learning (e.g., Novak, 2014; Reaburn, 2014). Furthermore, some arguments suggest that the characteristics of simulations provide advantages over formula-based approaches to learning statistics, including increasing the transparency of statistical phenomena (e.g., Holcomb et al., 2010), increasing the concreteness of abstract concepts (Chance et al., 2007), and reducing the number of formulae or theoretical distributions down to a few general ideas and procedures (Erickson, 2006; Wood, 2005).

Initial calls for empirical study (e.g., Mills, 2002) have preceded a growing body of literature exploring the learning effects of simulations. Broadly, there is some empirical evidence from quantitative studies that employing simulation-based methods to learn statistical concepts provides learning benefits, particularly above traditional statistical theory-based methods (e.g., Lane & Tang, 2000; Tintle et al., 2014). However, weak or mixed evidence of using simulations instead of traditional approaches to statistics has also been observed (e.g., Beckman et al., 2017; Saputra & Couch, 2018). Importantly, there is no evidence that traditional methods consistently outperform simulation-based methods.

One issue that has emerged from observations about learning inference with simulations is that students appear to develop misconceptions specific to using
simulations (e.g., Case & Jacobbe, 2018; Rossman & Chance, 2014). To organize student misunderstandings of statistical inference with simulations, Case and Jacobbe (2018) proposed a framework illustrating two main areas of student difficulties: (1) problems transitioning between the population, sample, and sampling distribution; and (2) problems coordinating the hypothetical world of the simulation with the real-world of the sample data. Difficulty transitioning between the levels of inference has been previously discussed (e.g., Saldanha & Thompson, 2002). However, the conflation of the hypothetical nature of simulation with the real world remains a largely unexplored area.

Conflating different aspects of simulations with the real world may disrupt statistics learning outcomes and indicate areas where curriculum and instruction should be adjusted. Furthermore, this type of misconception has only been observed or discussed for students answering null-hypothesis significance testing (NHST) or probability questions but not for statistical estimation questions. Conflation-based misconceptions may operate differently when working with NHST vs. estimation statistical research questions. Therefore, additional study of conflation-based misconceptions is needed to characterize their nature, how they vary by statistical task, and how to identify when a student harbors them. Until this work is advanced, the extent of students misinterpreting the hypothetical vs. real-world aspects in a statistical analysis and the consequent effects on learning statistics will remain unknown.

1.1 Description of the study

This study aimed to answer the following research questions:
1. *To what extent are there quantitative differences in student understanding of the hypothetical nature of simulations when working with null-hypothesis significance testing vs. estimation?*

2. *What typical themes emerge that indicate students are conflating the hypothetical nature of simulations with the real world?*

To answer these questions, I developed the Simulation Understanding in Statistical Inference and Estimation (SUSIE) instrument, which was piloted, updated, and administered to one sample of introductory statistics students from courses using one of two simulation-based curricula. The instrument consisted of open-ended items integrated throughout two sections: one section described a statistical analysis that used a randomization-test simulation for a null-hypothesis significance test, and the second section described a different statistical analysis that used a bootstrap simulation for statistical estimation. Responses to the instrument were quantitively scored and qualitatively classified. To answer the first research question descriptive statistics, inferential statistics, and several linear models were estimated using quantitative scores. To answer the second research question clear examples of conflating the hypothetical simulation with the real world were identified using the qualitative classifications.

### 1.2 Structure of the dissertation

In Chapter 2, the relevant scholarly literature covering several content areas is summarized and multiple frameworks are synthesized. First, simulation and resampling methods are defined generally and as they appear within statistics education research. This includes a synthesis of definitions to propose a framework of the three characteristics that all simulations have. Next, the use of simulations in statistics courses
is considered from the standpoint of several learning theories. This is followed by a review of the quantitative empirical evidence supporting the use of simulation and resampling methods for learning statistics. Next, misconceptions specific to learning statistics with simulations are reviewed. This includes the proposal of a framework based on the synthesis of misconceptions that pertain to conflating the hypothetical nature of simulations with the real world. Finally, relevant gaps in the scholarly literature are summarized to motivate this study.

Chapter 3 describes the methods that were used to execute this study. First, all methods are summarized. Second, the initial development of the SUSIE instrument is presented, including a description of how the contexts, items, and initial blueprint were drafted. Third, the piloting process using Think-aloud interviews and the consequent updates to the instrument are detailed. Fourth, the administration of the instrument in the field test is described. Finally, the data cleaning, quantitative scoring, qualitative classification, and data analysis processes are explained.

Chapter 4 covers the study results in three parts. The first part details the Think-aloud interview feedback and consequent changes that were applied to the instrument throughout the piloting process. The second part describes the results from analyzing the quantitative scores using descriptive statistics, inferential statistics, several linear models, and reliability measures. The third part covers results from the qualitative classification analysis that are relevant to answering the second research question. Finally, Chapter 5 synthesizes the results and discusses the implications. This includes answering both research questions, highlighting key study limitations, and discussing the implications for teaching and research.
Chapter 2: Literature Review

The purpose of this study is to describe and evaluate student understanding of the hypothetical nature of simulations. To frame this study prior scholarly work was reviewed and synthesized. First, the definitions and characteristics of simulations and resampling methods are presented. Second, learning theory arguments for using simulations in statistics education are reviewed. Third, quantitative empirical evidence of using simulations in statistics education is synthesized. Fourth, misconceptions arising from using simulations to learn statistics are summarized. Fifth, implications and extensions of the ideas from the scholarly literature relevant to this thesis are discussed. Finally, the problem statement for this thesis is stated.

2.1 Defining simulation and resampling methods

The purpose of this subsection is to operationalize simulation, in order to frame usage of simulations in statistics education. First, definitions of simulations and a taxonomy of simulation types are presented. Second, the definitions of simulations are synthesized into a set of characteristics. Third, Monte Carlo simulations are defined. Fourth, the nature of resampling methods as a type of simulation is discussed. Finally, the language that describes simulations as they are studied by the field of statistics education research is reviewed.

2.1.1 What is simulation?

“Simulation” is used in many application areas and is defined in myriad ways (e.g., Banks, 2009; Ören, 2011a). At a broad level, definitions of simulations may be split into technical and non-technical meanings. Non-technical meanings, which are observed in various dictionary definitions (see Ören, 2011a), may refer to something imitating
(correctly or incorrectly), being a pretense for, or representing something else (Banks, 2009; Ören, 2011a; Ören, 2009). More concisely, non-technical definitions connect to the adjective, “simulated” (Banks, 2009), as in a simulated pearl imitating a cultivated pearl (Ören, 2009). This review focuses on technical usage. Example definitions from Banks (2009, p. 6) demonstrating the variety of technical simulations include:

- “An unobtrusive scientific method of inquiry involving experiments with a model rather than with the portion of reality that the model represents.”
- “A technique for testing, analysis, or training in which real-world systems are used, or where real-world and conceptual systems are reproduced by a model.”

To grasp the nature of technical simulations, a funnel approach may be used, where multidisciplinary perspectives provide “wide” or more generalized simulation notions, and examples that are more field-specific provide “narrower” notions. Table 1 provides definitions and descriptions from both a multidisciplinary angle and two narrower angles.

At the widest level, work by Ören (2009, 2011a, 2011b) illustrates that there are numerous definitions and types of simulation and that these both vary by discipline and intended purpose of a simulation. To provide a generalized notion, Ören (2009) offered a simulation definition and a characteristic common to all simulations from a multidisciplinary perspective. Similarly, Sokolowski and Banks (2009) presented a simulation and modeling textbook from a multidisciplinary perspective, including usage external to science and engineering. To this end, Banks (2009) offered a more procedural description.
Table 1 *Simulation definitions from wide and narrow perspectives*

<table>
<thead>
<tr>
<th>Source</th>
<th>Discipline</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ören, 2009</td>
<td>Multidisciplinary</td>
<td>Simulation is goal-directed experimentation with dynamic models or use of a representation of a real system to provide experience for entertainment or for training to develop and/or enhance three types of skill, i.e., motor skills, decision-making skills, or operational skills. (p. 155) Use of a representation of reality – whether existing or yet to be engineered, or purely hypothetical – instead of the real system itself is the prominent characteristic of all technical meanings of simulation. (p. 154)</td>
</tr>
<tr>
<td>Banks, 2009</td>
<td>Multidisciplinary</td>
<td>To engage [modeling and simulation], students must first create a model approximating an event. The model is then followed by simulation, which allows for the repeated observation of the model. After one or many simulations of the model, a third step takes place and that is analysis. Analysis aids in the ability to draw conclusions, verify and validate the research, and make recommendations based on various iterations or simulations of the model. These basic precepts coupled with visualization, the ability to represent data as a way to interface with the model, make [modeling and simulation] a problem-based discipline that allows for repeated testing of a hypothesis. (p. 3)</td>
</tr>
<tr>
<td>Greca et al., 2014</td>
<td>Science and science education</td>
<td>…[computer] simulations are the representation of the dynamic behavior of a system that moves it from state to state in accordance with an approximate (mathematical) model that is used to implement it on a computer. (p. 900) …all [simulations] may be characterized as transformations of mathematical models in discrete algorithms that imitate the behavior of systems, for which different methods exist to transform the equations into computationally treatable algorithms… (p. 902)</td>
</tr>
<tr>
<td>Source</td>
<td>Discipline</td>
<td>Definition</td>
</tr>
<tr>
<td>-------------------</td>
<td>------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Humphreys, 2004</td>
<td>Computational</td>
<td>System S provides a core simulation of an object or a process B just in case S is a concrete computational device that produces, via a temporal process, solutions to a computational model that correctly represents B, either dynamically or statically. If in addition the computation model used by S represents the structure of the real system R, then S provides a core simulation of system R with respect to B. (p. 110)</td>
</tr>
</tbody>
</table>

A definition and a characterization of simulations from Greca et al. (2014) provide a narrower context, given their textual richness and the fact that science and science education are narrower than a multidisciplinary angle, but not as narrow as a single field. Lastly, considering an even narrower, field-specific approach, Humphreys (2004) asserted a criterion-based definition apropos to a philosophy of computational science.

In more field-specific perspectives, the terminology used to define simulation is typically discipline-specific in nature (e.g., “mathematical model”, “computational model”, or “discrete algorithm”). In contrast, multidisciplinary perspectives tend to opt for less restrictive terminology, such as “model”, “representation”, and “observation”. To move beyond field-specific terminology, characteristics of simulations are next operationalized from the wide perspectives.

### 2.1.2 A taxonomy of simulation types

Work has been done to cut across definitional sensitivity to context and provide a unified framework and synthesis of the characteristics of simulations. Figure 1 presents a visual arrangement of the major components in Ören’s (2009, 2011a) textual summary. There are two major levels of division: technical vs. non-technical forms of a definition,
and experimental vs. experiential purposes of technical simulations. Within an experiential purpose, sub-purposes are divided by training vs. entertainment. If a simulation is for training, then simulation types may be further divided by the intended skill to be trained (motor, decision-making, or operational). Finally, some types of simulations are listed under particular purposes.

**Figure 1.** Visual arrangement of select simulation definitions and types from Ören (2009; 2011a). Simulation types are shown as bulleted entries.

Within this framework, the definition of a simulation may be adjusted based on additional factors. Other aspects not shown in Figure 1 but that relate to the arrangement include supplementary features in each branch of the technical side. These include experimentation model types, problem types, and purposes.
Accompanying this framework, Banks (2009) suggested similar categories of division, including a technical vs. non-technical separation. Furthermore, Banks proposed that analysis is an additional broad purpose of simulations. Moreover, Banks suggested a dichotomy of stand-alone vs. integrated simulations, where the former runs independently of the system being represented while the latter runs in conjunction with and to support a real system. For comparison, purposes of stand-alone simulation (Banks, 2009) are similar to those of technical simulation (Ören, 2009), such as education and decision support.

Applying parts of the Figure 1 framework, Ören (2011a, 2011b) categorized nearly 100 simulation definitions across domains and with a consideration of change over time into three groups, each with three sub-categories:

- Modern views of simulations: Experiment, training (for experience), game (for experience)
- Outdated views of simulations: Modeling, model implementation/execution, technique
- Non-technical definitions: Similarity/imitation, pretense/fake, other

The first group reflects the primary division within technical simulations in Figure 1: experiment vs. two types of training, which Ören (2011a) argued as describing a modern view of simulations. The second is exclusively focused on simulations as instances of modeling behavior. Notably, Ören (2009; 2011a) argued against defining simulation as simply modeling, due to model implementation or execution being remnants of outdated methods of creating computer simulations. Similarly, defining a model and engaging in simulation have been described as separate steps in a larger
analysis process (Banks, 2009). In short, not all models or modeling is simulation, but all simulation involves a model. Lastly, the third group captures the latter half of the technical vs. non-technical division from Figure 1. Visual arrangement of select simulation definitions and types from Ören (2009; 2011a). Simulation types are shown as bulleted entries.

2.1.3 Characteristics of simulations

Three characteristics emerging from the three wide descriptions are apparent. First, a purpose is present, in that a simulation is created for a stated purpose. This notion is supported by the fact that numerous purposes exist, which may depend on application area (see Banks, 2009; Ören, 2009). Second, across all three definitions or descriptions, there is an aspect of a model or representation of some entity (e.g., a reality, system, or event). Third, the wide definitions suggest that a simulation is completed by usage, action, or enactment with a model. This additional model behavior varies in terminology and specificity. For example, in the wide definitions, the enactment part of a simulation is non-specifically described as goal-directed experimentation, providing a certain type of experience, or repeated model observation. In contrast, the narrow examples suggest enactment through more exact processes, such as imitating behavior with discrete algorithms or producing solutions to a computational model via a temporal process.

Given that simulations employ an enactment, this implies two additional sub-characteristics to allow the enactment to occur: operationalization and a medium of existence. “Operationalization” speaks to the steps or procedure to execute the simulation. The wide and narrow definitions implicitly refer to procedures in distinct manners. Ören’s (2009) wide definition simply refers to “goal-directed experiments”,


which implies the execution of an experiment, which implies application of a procedure. Banks (2009) places simulation as one step in a larger process or procedure for testing hypotheses of problems. Simulation in this instance is confined to “repeatedly observing a model”, and thus, the procedure or operationalization is contained in what observing a model entails. Other parts of the procedure are separated from the simulation operationalization itself, such as analysis and visualization. However, from a narrower perspective, Greca et al. (2014) refer to algorithms that imitate system behavior and that are computationally treatable. In that instance, the algorithm is a set of directions to carry out the simulation.

Medium refers to where the simulation exists. For instance, simulations may or may not involve a computer and thus transcend a specific medium, though their functionality may be dependent on computers. To illustrate: A total of 25 out of 108 reviewed definitions of simulations involved some variation of the words “computer” or “digital”, with eight definitions referring to simulation exclusively in a computerized sense (Ören, 2011b). On the other hand, Ören incorporated three definitions where physical or analog aspects were explicitly stated. Concordantly, both Greca et al. (2014) and Humphreys (2004), given their contexts, naturally refer to computer-based simulation. Nonetheless, Greca et al. (2014) recognized that “analogical models” existed prior to the 20th century, and that application with a computer was prominently featured with the introduction of a Monte Carlo method. Furthermore, Geyer (2011, p. 3) argued that “…practical widespread use of simulation had to await the invention of computers”, though simulation of random processes had been previously demonstrated. Therefore,
while a simulation needs a medium to exist, the type of medium is a characteristic that depends on the application of interest and the needed tools to execute the simulation.

Table 2 summarizes the characteristics present in the multidisciplinary descriptions and definitions, which can be applied to individual fields or narrower contexts. Thus, how these characteristics are embodied varies by field and application type.

Table 2 **Characteristics of simulations**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Purpose</td>
<td>The reasons and desired outcomes for creating and executing a simulation</td>
</tr>
<tr>
<td>2. Representation</td>
<td>An entity that represents a real or hypothetical system</td>
</tr>
<tr>
<td>3. Enactment</td>
<td>Actions or behaviors with or by a representation, such as a model, that serve as enacting the representation</td>
</tr>
<tr>
<td>a. Operationalization</td>
<td>The detailed steps, procedure, or algorithm comprising enactment, to execute a simulation</td>
</tr>
<tr>
<td>b. Medium</td>
<td>A medium of enactment, where simulation existence or operation occurs, e.g., computer vs. non-computer</td>
</tr>
</tbody>
</table>

2.1.4 *Simulations in statistics via Monte Carlo methods*

The application of the characteristics of simulations to statistical simulations invokes the unpacking of Monte Carlo methods. To set the stage, Freund and Williams (1966) define simulation in a statistical context as, “The artificial generation of random processes (usually by means of random numbers and/or computers) to imitate or duplicate actual physical processes.” (p. 101). A notable aspect of this definition is that the representation characteristic of simulations pertains to “physical processes”. Adding
specificity, Freund and Williams provide a cross-reference to a separate entry for Monte Carlo methods.

Monte Carlo methods were first introduced in a physics context to assist with understanding nuclear processes unsolvable via equation, while creating the first hydrogen bomb: “…the method amounted to use of random numbers (a la roulette) to simulate the stochastic processes too complex to calculate in full analytic glory.” (Galison, 1996, p. 119). Starting in the 1950s as methods were developed, notions of what Monte Carlo methods meant varied by field (for discussion, see Galison, p. 151-152). Nonetheless, Galison argues that the defining quality of Monte Carlo methods is that they are a sampling technique.

The sampling component, as well as other components, are clear in statistical definitions of Monte Carlo methods. Example definitions from a statistical perspective follow:

- “Methods of approximating solutions of problems in mathematics (and related problems in the natural and social sciences) by sampling from simulated random processes….” (Freund & Williams, 1966, p. 66)
- “…using random samples from known populations of simulated data to track a statistics behavior.” (Mooney, 1997, p. 2), where “pseudo-population” was additionally stated to describe the entity from which samples are drawn.
- “…any computational algorithm that randomly generates multiple samples of data from a defined population based on an assumed data generating process (DGP). The DGP is the mechanism that characterizes the population from which
simulated samples of data are drawn. Then the researcher explores patterns that emerge across those simulated samples.” (Carsey & Harden, 2014, p. 4)

The original notion of Monte Carlo simulations along with their statistical formulations contain specific versions of the characteristics of simulations in Table 2. A general purpose of problem-solving, along with detailed purposes of exploring patterns or tracking statistical behavior are stated. What is represented includes random or stochastic processes related to data samples and populations. Enactment involves employing randomness with a sample and an assumed population, pseudo-population, or data generating process in some manner such as via a computational algorithm.

2.1.5 How is resampling a type of simulation?

In statistics, resampling methods may be regarded as a type of simulation. While resampling methods are applied in a vast array of contexts (see Good, 2006), they are defined exclusively within a statistical context (see Chernick, 2012; Good, 2006). Thus, resampling may be classified as a type of statistical simulation. Accordingly, characteristics of simulations may be applied to resampling methods.

First, resampling may be defined as:


Beyond an overall definition, resampling entails a host of methods or procedures. To show this scope, some of these methods with short descriptions of their procedures and purposes are presented in Table 3.
Table 3 Example resampling procedures and their purposes

<table>
<thead>
<tr>
<th>Type</th>
<th>Procedural Description</th>
<th>Example Purposes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bootstrapping</td>
<td>Sampling with replacement from data until the sample size is reached, and computing estimates for each iteration of this process</td>
<td>Approximating parameter sampling distribution to assist with estimation, hypothesis testing, and model selection</td>
</tr>
<tr>
<td></td>
<td>(Chernick, 2012; Efron, 1979; Good, 2006)</td>
<td></td>
</tr>
<tr>
<td>Jackknifing</td>
<td>Sampling without replacement from data by leaving out a portion of the data (one observation up to and including half the sample), and computing estimates for each iteration of this process</td>
<td>Reducing bias in a serially correlated estimator, estimating parameter variance, hypothesis testing, and model selection</td>
</tr>
<tr>
<td>(Chernick, 2012; Efron, 1979; Good, 2006; Miller, 1974)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-validation</td>
<td>Splitting data into parts, where a model is fit on one part and the fitted model is evaluated on the remaining parts, and computing metrics or estimates at each iteration of this process</td>
<td>Model prediction accuracy and selection, and the degree of smoothing functions</td>
</tr>
<tr>
<td>(Chernick, 2012; Good, 2006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fisher-Pitman permutation / rearrangement / randomization</td>
<td>Permuting or rearranging sets of grouped data or counts in a contingency table, and computing estimates at each iteration of this process</td>
<td>Hypothesis testing, estimation, and distributional comparison</td>
</tr>
<tr>
<td>(Berry et al., 2002; Chernick, 2012; Cobb, 2007; Good, 2006)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Based on definitions and descriptions of resampling and the four types in Table 3, characteristics of simulations manifest in resampling methods in particular ways. Table 4 lists each simulation characteristic along with an accompanying explanation of how that characteristic explicitly applies to resampling methods.
Table 4 Characteristics of simulations applied to resampling

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Application to resampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Purpose</td>
<td>Statistical purposes, such as inference and model selection</td>
</tr>
<tr>
<td>2. Representation</td>
<td>Representing or modeling a population or data variability in a population</td>
</tr>
<tr>
<td>3. Enactment</td>
<td></td>
</tr>
<tr>
<td>a. Operationalization</td>
<td>Reuse of sample data through one of several methods; may employ a Monte Carlo simulation</td>
</tr>
<tr>
<td>b. Medium</td>
<td>May be executed with or without a computer</td>
</tr>
</tbody>
</table>

As indicated in Table 3, resampling methods encompass a host of purposes such as statistical inference or model selection. Irrespective of method, all purposes of resampling are statistical.

Regarding representation, resampling may invoke one or more representations or models of other statistical entities or processes. One form of representation is of a population itself. In analytical statistical inference, a sampling distribution represents theoretically possible values for a parameter, were repeated samples to be drawn from a population. With bootstrapping, for example, instead of actually acquiring a new sample, the original sample operates as a stand-in or hypothetical population from which repeated resampling occurs (Good, 2006; Hesterberg, 2015; Lock et al., 2013). Consequently, the resulting bootstrap distribution of a parameter approximates or represents the parametric sampling distribution (Chernick, 2012).

Another form of representation involves the data variability itself. Again, since the bootstrap procedure invokes resampling from a single sample as a stand-in for the population, the sampling variability of repeatedly drawing from a population is mimicked (Lock et al., 2013). Similar representation is observed with permutation or randomization.
tests, where grouped data are repeatedly reordered, such as in a randomized experiment. As explained by Cobb (2007), “The model simply specifies that the observed values were randomly divided into two groups. Thus there is a very close match between the model and what actually happened to produce the data.” (p. 4). Cobb (2007) additionally calls the two groups in this scenario the “simulated” control and treatment groups, further emphasizing their role as representations of the actual control and treatment groups. Rerandomization in this instance produces a set of simulated alternate realities, mimicking and capitalizing on the chance variation used in producing the original data.

To further clarify the representations involved with resampling, considering the enactment characteristic of simulations via Monte Carlo method is helpful. Regarding enactment, all resampling methods are operationalized by reusing sample data. However, since each resampling method consists of a specific sequence of steps, the exact operationalization varies by how the sample data are reused. Revisiting the statistical simulations discussed prior, one notable form of resampling operationalization is with Monte Carlo simulation.

For some resampling methods, the theoretical result of the method is a distribution of a statistic from all possible resampled units arising from a given sample (see examples of this for the permutation test in Chernick (2012) or Good (2006)). That is, once a sample is chosen, it is a matter of computational or manual effort to find all possible rearrangements or resampled units, leading to the exact distribution of interest. Despite this, for sufficiently large samples enumerating all possible resampled units becomes computationally intensive or impractical, and an approximation of the exact resampling distribution may be created from a subset of all possible resampled units
(Ricketts & Berry, 1994). Using the bootstrap method as an example, a given sample has a predetermined set of bootstrap samples and thus a predetermined bootstrap distribution. In addition to systematically listing each possible bootstrap sample, Efron (1979) showed that such a distribution could be computed via formula. On the other hand, a subset of bootstrap samples may be found by random resampling with replacement for a specified number of iterations, i.e., via a Monte Carlo approximation or simulation (Chernick, 2012; Efron, 1979; Engel, 2010; Good, 2006). The collection of computed values from each iteration then forms an “empirical” distribution (Chernick, 2012; Efron, 1979; Good, 2006) that approximates the exact distribution, which itself is an approximation of the sampling distribution.

Since resampling is a type of simulation that may be operationalized via another type of statistical simulation, ambiguity of characteristics may result from this apparent nesting. Monte Carlo simulations involve representations and enactments pertaining to randomness, samples, and populations or data generating processes. In contrast, resampling methods are characterized with respect to samples as proxies for populations. As Carsey and Harden (2014) discuss: “Monte Carlo simulation and resampling methods have a lot to do with the phrase ‘in repeated samples’.” (p. 2). To distinguish: “Resampling techniques are similar in that they also draw multiple simulated samples of data. However, rather than making draws from a theoretical population [Data Generating Process] defined by the researcher, resampling techniques draw multiple simulated samples from the researcher’s actual sample of data.” (p. 4).

Thus, both Monte Carlo simulations and resampling methods are executed with data of some kind, but the former is considered to use real or artificial data that represent
a population whereas the latter operates with sample data. Nonetheless, this difference in data types is reconciled by assuming that when a Monte Carlo simulation is applied in a resampling process, the sample represents some population.

Despite potential differences in how the data may be defined, the usage of Monte Carlo simulation in resampling actually emphasizes the representational aspect of resampling. Mooney (1997) referred to Monte Carlo simulations as drawing from a “pseudo-population”. This reflects how resampling treats a sample as a stand-in population. Additionally, since Monte Carlo simulations are described as sampling from a simulated random process (Freund & Williams, 1966) or a population based on a data generating process (Carsey & Harden, 2014), this supports the notion that resampling methods are representing or modeling sampling and data variability that would have been observed in reality. The nature of Monte Carlo simulation takes advantage of representations and models of acquiring data from populations, which can then be used in a resampling method.

Lastly, the medium in which resampling methods are enacted may either be by computer or by hand. Exemplifying this is the fact that the permutation method was developed prior to computers (e.g., Pitman, 1937), and thus, exact distributions could not be produced with computers. Several examples of carrying out a permutation or randomization procedure without a computer are available (see Cobb, 2007; Good, 2006; Lock et al., 2013).

2.1.6 What terms refer to simulations in statistics education research?

When simulations are used for educational purposes in a broader multidisciplinary sense, they may be classified as “stand-alone” (Banks, 2009) or “experimental”
simulations (Ören, 2009). As simulations are studied in statistics education research, terminology varies.

Employing the term “simulation” in statistics education may invoke different methods or tests, depending on the context and authors. In broadest usages, “computer simulation methods” (Mills, 2002) and “simulation approaches” (Wood, 2005) have been employed as catch-all terms for any of several statistical methods or ideas, including resampling methods. In other cases, terminology is differentiated, such as simulation versus bootstrapping (e.g., Hesterberg, 1998), or simulation versus resampling (e.g., Biehl, 1997). In the latter case, Biehler (1997) grouped simulation and resampling under a broader “Monte Carlo workbench” for using such methods. Similarly, Simon et al. (1976) implemented the “Monte Carlo method” as a catch-all term for an unidentified set of statistical problems, but this was prior to Efron’s (1979) influential work on bootstrapping. In at least one other instance, the terms “simulation”, “randomization”, and “resampling” are employed as separate terms, but are not explicitly differentiated by the authors (see Stephens et al., 2014).

The usage of “randomization” as a term connected to simulations has varied. Randomization may generically refer to set of methods involved with the act of randomizing data (e.g., see Fitch & Regan, 2014; Lock et al., 2013), the phenomenon underpinning both random sampling and assignment (see Cobb, 2007), or a single inferential test or method (e.g., see Chance & Rossman, 2006; Pfannkuch & Budgett, 2014). Moreover, the randomization test as a single entity has been subject to alternative terminology, as it is also known as the permutation test (Budgett et al., 2013; Erickson, 2006; Taylor & Doehler, 2015).
What constitutes simulation is further clouded when considering curricula. Statistics curricula naturally vary by course and institution. Thus, different simulation-based courses may include non-overlapping sets of course components and dissimilar descriptions. For instance, “simulation-based curricula” have been implemented with curricular components of bootstrapping for confidence intervals and simulation-based (“randomization”) tests for inference, with a variety of software (Chance et al., 2016; Hildreth et al., 2018; Maurer & Lock, 2016). On the other hand, a course with similar content and pedagogy was initially called a “randomization-based” curriculum (Tintle et al., 2012; Tintle et al., 2011). Yet another variation: The Change Agents for the Teaching and Learning of Statistics (CATALST) curriculum “…uses the ideas of chance and models, along with simulation and randomization-based methods…” (Garfield et al., 2012), implemented with the TinkerPlots™ software (Konold & Miller, 2011). Therefore, a course title or curriculum title focused on simulations may not signal consistent usage or inclusion of the same software, topics, or methods.

2.1.7 Summary of how to define simulation in statistics education

Based on definitions and conceptualizations from multiple fields, every simulation may be described from the basis of three characteristics: purpose, representation, and enactment. In statistical contexts, these characteristics take on specific meanings. Purposes are inherently statistical, such as for conducting inference. Representation includes the modeling of statistical phenomena, such as sampling variability. Enactment invokes a range of procedures that consist of different steps (i.e., operationalization) through computers or manual by-hand operations (i.e., mediums). A common class of statistical simulations are those from resampling methods, which all
operate with the same approach to enactment and representation: working with sample
data in some fashion as a pseudo-population or proxy for a larger population.

Simulations as they are used in educational settings fluctuate in how they are
identified and used. While a typical set of methods appear in the literature, such as
randomization and bootstrapping, there is nonetheless variation in the exact types of
simulations employed in different educational settings and some names for simulations
mean different methods or sets of methods in different studies. Such variability is
especially apparent when comparing simulation-based curricula.

2.2 The role of learning theory

The learning benefits of simulations have been suggested based on a host of
principles and intuitive arguments (see e.g., Chance et al., 2007; Cobb, 2007; Pfannkuch
& Budgett, 2014), and by drawing from theories of learning, with some concern for
learning drawbacks. Such arguments as to why simulations are beneficial for student
learning primarily stand in contrast to non-simulation-based methods. Key learning
theories in this regard include constructivism (e.g., Ben-Zvi, 2000; Erickson, 2006;
Wood, 2005), discovery learning (e.g., Lane & Peres, 2006; Lipson et al., 2006),
cognitive load theory (e.g., Budgett & Wild, 2014; Chance & Rossman, 2006), and
schemas (e.g., Lipson, 2002; Lipson et al., 2003), among others.

The reasons why learning benefits may be expected from a learning theory
standpoint are next detailed. First, key learning theories are introduced. Second,
simulation will be argued to be a form of guided discovery learning. Third, examples of
where these theories have been tied to simulations in statistics education are detailed.
Lastly, linkages between learning theories and the characteristics of simulations are discussed.

2.2.1 Overview of key learning theories

Schemas, hypothesized to be foundational for how people learn, are patterned, organized structures of information that move thinking from working memory to long-term memory (Centre for Education Statistics and Evaluation (CESE), 2017; National Research Council (NRC), 2001). Along these lines, learning may be defined as constructing numerous schemas in long-term memory (Sweller, 2011) and then employing such schemas in an automatic way (de Jong, 2010).

To build schemas and encode them into long-term memory, the cognitive load must be managed. Cognitive load may be defined as that which results from processing new information in working memory (CESE, 2017), a construct for how the combination of learner and task characteristics impose a load on cognitive structures (Sweller et al., 1998), or the capacity of working memory needed for a learning task (de Jong, 2010). To maximize learning, pedagogy should seek to minimize extrinsic load, while being mindful of intrinsic load and maximizing germane load (for a review of these load types see CESE, 2017; de Jong, 2010; Sweller et al., 1998). At a practical level, cognitive load is influenced by the “element interactivity”, or the degree to which multiple elements must be simultaneously managed in order to learn a concept (Sweller, 2011; Sweller et al., 1998). Framing learning from a cognitive load perspective suggests an exclusive focus on direct, explicit, or guided instruction over minimally-guided or constructivist forms of instruction (e.g., CESE, 2017; Kirschner et al., 2006).
Constructivism advocates for the position that learning occurs when learners actively construct knowledge (de Jong & van Joolingen, 1998; Mayer, 2004; Schwartz & Bransford, 1998), and that all learning requires a constructivist process of some kind (Hmelo-Silver et al., 2007). A common form of constructivism is discovery learning, which may broadly be defined as discovering knowledge for oneself (Bruner, 1961) or with limited guidance from a teacher (Mayer, 2004). Empirical evidence and theoretical arguments do not support the usage of unassisted discovery learning (Alfieri et al., 2011; de Jong & van Joolingen, 1998; Kirschner et al., 2006; Klahr & Nigam, 2004; Mayer, 2004). Thus, guided forms of discovery learning are recommended, which include varying degrees of “…hints, direction, coaching, feedback, and/or modeling to keep the student on track” (Mayer, 2004, p.15).

Through guided discovery learning, instruction can be simultaneously informed by both constructivism and cognitive load theory. Both constructivist approaches and direct instruction may be employed by the same instructor, depending on the circumstance (Santrock, 2011; Schwartz & Bransford, 1998). Moreover, implementation of the constructivist pedagogies of inquiry and problem-based learning does need some scaffolding to manage cognitive load (see competing perspectives from Hmelo-Silver et al., 2007 and Kirschner et al., 2006). De Jong et al. (1996) provide an example of interspersing tasks as forms of guidance to reduce cognitive load in a discovery learning process. Implications for adopting a guided discovery learning approach for simulations are next considered.

2.2.2 Simulations as a form of guided discovery learning
Computer simulation for learning scientific principles has been cast as a discovery learning environment, where instructional supports are needed (de Jong et al., 1996; de Jong & van Joolingen, 1998; Swaak et al., 2004). De Jong and van Joolingen (1998) concluded that (1) across domains, results were mixed as to the degree to which simulations improved student learning over direct or expository instruction, and (2) lack of success in using a simulation for learning may be due to problems with unassisted discovery learning. When learning with simulation, pure discovery may suffer relative to other instructional techniques due to students having minimal necessary skills, such as planning which actions to take and not knowing how to create effective hypotheses and experiments (de Jong et al., 1996; de Jong & van Joolingen, 1998). Instructional tools and assistance are thus needed to manage cognitive load when exploring computer simulations (de Jong, 1991; de Jong & van Joolingen, 1998). Such guidance built into a simulation itself may include providing domain knowledge concurrently with the simulation, providing tasks or guiding questions, showing a progression of models, or establishing a structured framework to follow (de Jong & van Joolingen, 1998). See de Jong (1991) and de Jong and van Joolingen (1998) for in-depth review of discovery learning problems and additional support measures.

2.2.3 Extent of learning theoretic connections in the statistics education literature

There has been somewhat limited discussion of schema-building within the statistics education literature pertaining to simulations. Schemas have been used to frame conceptual development, including concepts of the sampling distribution (Lipson, 2002; Lipson et al., 2003) and statistical inference (Pfannkuch & Budgett, 2014). Notably in the
former case, student sampling distribution schemas benefitted from seeing both simulation-based and theoretical representations (Lipson, 2002). Such schemas may be developed in a stepwise fashion with interactive simulations, provided that students engage in particular behaviors (Lipson et al., 2003). Moreover, insufficient sampling distribution schema development at an early step may hamper the understanding of statistical testing at a later step.

References to using cognitive load theory have similarly been paltry. Budgett and Wild (2014) focused on how visualization balances germane load and extraneous elements, in an attempt to provide the best conditions for visually learning the randomization test. More extensively, Lipson et al. (2006) applied multimedia design principles (see Mayer, 2002) with emphasis on working memory constraints in an inference simulation. Finally, Chance and Rossman (2006) briefly referenced computer simulation usage throughout a course as a way to reduce cognitive load. These examples are limited in scope and detail, mainly focused on tying visualization to simulation.

On the other hand, employing simulations from a constructivist or knowledge-construction perspective in statistics courses is well documented (e.g., Ben-Zvi, 2000; delMas et al., 1999; Erickson, 2006; Lane & Peres, 2006; Mills, 2002; Wood, 2005). Lipson et al. (2003) described the purpose of constructivism as a means to building schemas, and succinctly, Erickson (2006) described simulation in statistics as a “constructivist’s dream” (p. 3). Similarly, Lane and Peres (2006) proposed usage of computer simulations in a particular manner as a form of constructivist “active learning” that requires student engagement, instead of presenting simulations as passive demonstrations.
Simulations in statistics education have been framed as guided discovery in several areas (Lane & Peres, 2006; Lipson et al., 2006; Novak, 2014; Reaburn, 2014). Applying simulation throughout a whole course (Reaburn, 2014) and a whole online textbook (Lane & Peres, 2006) has been described as implementing guided discovery. However, passively observing a simulation has been classified as expository instruction, with discovery learning only activated by learner exploration and experimentation in a simulation (Novak, 2014). To reduce passivity and increase intellectual activity when interacting with simulations and to assist in guiding exploration, pedagogical strategies of predicting answers to questions about and outcomes from a simulation beforehand have been suggested (the “query-first” method; see Lane and Peres, (2006)) and implemented (delMas et al., 1999; Reaburn, 2014). As an example of explicit theory integration, Lipson et al. (2006) combined guided discovery learning with cognitive load theory, in an overarching cognitive model of multimedia design, to design a computer simulation that increased student statistical reasoning.

2.2.4 Linking learning theory to the characteristics of simulations

There are several aspects of simulations as they are used in statistics that may be argued as beneficial for learning from a theoretical standpoint. In some cases, the beneficial aspects may be explained through one or more characteristics of simulations (purpose, representation, and enactment).

First, the nature of simulations allows for breaking problems and concepts down into concrete steps and components (see examples of this in Cobb, 2007; Engel, 2010; Wood, 2005). This takes advantage of the enactment characteristic, or that a simulation is
defined by a procedure. This allows for crafting instruction with varied element interactivity and therefore customization of cognitive load.

Second, simulations allow for interaction with a physical, tactile process instead of formulae (Holcomb et al., 2010; Wood, 2005), revelation or transparency of phenomena otherwise mathematically or abstractly hidden (Holcomb et al., 2010; Wood, 2005), and matching the simulation process being represented (Cobb, 2007) to what students experience (Engel, 2010). These primarily relate to the representation and purpose characteristics of simulations, and presumably help to manage cognitive load by increasing the accessibility of the concept, phenomenon, or objective at hand. Furthermore, it is the non-mathematical and more accessible nature of simulations that may facilitate the opportunity for students to construct meaning with a simulation (Wood, 2005). That is, the more manageable cognitive load inherent to the constituents of a simulation may enable its constructivist benefits.

Third, limited prerequisite knowledge is needed to implement or explore simulations (Hesterberg, 1998; Holcomb et al., 2010). Hence, the cognitive load can be managed implicitly by novices.

Fourth, simulation as an inherently discovery learning environment when designed as such provides opportunity for the student construction of statistical concepts in an active manner (Mills, 2002; Wood, 2005), which can then be accompanied with instructional support (Lane & Peres, 2006; Lipson et al., 2006; Novak, 2014; Reaburn, 2014). For a given simulation, customizing the steps that students see or must take (i.e., adjusting the enactment and representation), provides an opportunity to customize guided instructional support.
Lastly, in the case of learning statistical inference, simulations may reduce the number of schemas that need to be managed at an early stage, in order to grasp a larger schema of inference. Since simulations as a whole may replace a multitude of situationally-dependent, distinct formulae (e.g., Cobb, 2007; Erickson, 2006; Holcomb et al., 2010), students may be able to better grasp the purpose of using simulations, compared to the purpose of selecting a formula for a given statistical question.

Taken together, the nature of and characteristics of simulations afford benefits based on the accessibility of its components (managing cognitive load and element interactivity) and the potential to offer exercises and environments that facilitate student constructions of knowledge (capitalizing on guided discovery). Ultimately, this depends on appropriate pedagogy and instructor decision-making, to support student schema-construction for targeted statistical concepts.

2.3 Review of quantitative empirical evidence for learning with simulation and resampling methods

The review of quantitative evidence is separated into two types of studies: (1) studies with designs focused on comparing multiple curricula across full classes, and (2) studies with other designs, such as comparing sections within a class, single activities within a class, and isolated interventions external to a class. To increase comparability of designs and outcomes, this set of studies was limited to those using a quantitative outcome to measure student learning.

Studies were identified with a semi-structured process. Titles and abstracts from all issues in the Journal of Statistics Education (https://amstat.tandfonline.com/toc/ujse20/current), Statistics Education Research
Journal (http://iase-web.org/Publications.php?p=SERJ_issues), and Technology Innovations in Statistics Education (https://escholarship.org/uc/uclastat_ets_tise) were reviewed for the terms of simulation, resampling, randomization, and any other method or description of an activity or process that could be classified as a simulation. Similarly, Proceedings of the International Conference on Teaching Statistics (ICOTS: http://iase-web.org/Conference_Proceedings.php) were reviewed in such manner. Extensive searches occurred stemming from reviewing previous work cited in relevant articles, as the relevant articles were acquired. This process resulted in a collection of works including both non-empirical and empirical study. In many cases, non-empirical work provided key history, theory, and simulation examples, and thus provided essential foundation for this review. Once the acquisition of works was exhausted, selection of papers for this review occurred via the criteria established above. This resulted in a total of 25 papers to be included, as of December 2018.

2.3.1 Attributes and results of studies comparing multiple curricula

Thirteen multi-class studies were identified that compared learning outcomes between entire classes, curricula, or a comparison group from a known assessment, using a clearly specified learning assessment. Sample sizes in study groups were typically in the hundreds, and occasionally on the order of tens or even up to thousands. For a detailed table of class comparison groups identified in each study, samples sizes, the learning assessment used for quantitative comparisons, and additional comments relevant to this set of studies, see Appendix A1: Attributes of studies comparing multiple curricula.
Study groups for comparison generally consisted of implemented curricula, courses, or textbooks; combinations of similar curricula, courses, or textbooks; or sets of scores from an assessment. For all studies, at least one study group was connected to a simulation-based course and another group was not. In many cases, studies employed groups with a clearly identified curriculum and specific textbooks. For example, Tintle et al. (2012) compared retention of learning outcomes from students in two different class types: one that used a preliminary version of the simulation-based *Introduction to Statistical Investigations* (ISI) textbook (Tintle et al., 2016) and one based on the traditional Agresti and Franklin (2008) textbook. The ISI curriculum was the most commonly identified curriculum in multi-class studies, though multiple versions of the ISI curriculum and textbook appeared across these. In other cases, a single study group may have consisted of students from one or more sections or courses known to use simulation-based inference (SBI) or traditional, non-simulation-based inference (non-SBI), without a clear textbook or version of a curriculum identified (e.g., VanderStoep et al., 2018). Thus, mixtures of textbooks and curricula may compose a single study group in many studies. Finally, a few studies employed a national sample of scores from some version of the Comprehensive Assessment of Outcomes in a First Statistics Course (CAOS) test (delMas et al., 2007) as a comparison group (e.g., Tintle et al., 2011).

The CAOS test or a modified version of it was used in all cases for comparing learning outcomes between groups, except in Beckman et al. (2017), which used a custom assessment for the study. Importantly, modified versions of CAOS introduced a number of changes, including one or more items intended to measure student learning in a simulation-based course (e.g., see description in Chance et al., 2016). Thus, use of
multiple versions of CAOS across studies may have introduced variation in the types of learning and comparisons being measured.

Usually, study results consisted of study group comparisons on learning assessment performance in some fashion. On the one hand, pre- to post-test scores were used for straightforward between-group comparisons in some cases (e.g., Tintle et al., 2011). On the other hand, some studies employed more complicated modeling of learning outcomes by curricular type, such as with logistic or mixed-effect models (Beckman et al., 2017; Hildreth et al., 2018). In all but three studies (Chance et al., 2016, 2018; Garfield et al., 2012), inferential comparative learning outcomes were provided.

Other differences in study focuses are worth noting. In two instances focus was given to retention following course completion (Mendoza & Roy, 2018; Tintle et al., 2012). In a different instance, cognitive transfer to new problems was the learning focus (Beckman et al., 2017). Another approach was that of Tintle et al. (2018) and VanderStoep et al. (2018), where students were stratified by multiple performance variables in order to evaluate learning outcome differences by student performance level. Lastly, Chance et al. (2016) put primary emphasis on whether learning gains could be clustered or explained by both instructor familiarity with simulation-based curricula and sets of student characteristics. In that case, the goal was not to compare outcomes to non-simulation-based curricula.

Based on nine of the ten multi-class studies that reported inferential outcomes at the full assessment level, groups using SBI either performed better than or no worse than non-SBI groups. Most study results either clearly favored (e.g., Tintle et al., 2014), or mostly favored SBI groups (e.g., Tintle et al., 2018; VanderStoep et al., 2018). However,
weak or unclear evidence favoring SBI over non-SBI curricula was also reported (e.g., Beckman et al., 2017; Mendoza & Roy, 2018). Notably, non-SBI groups were not clearly favored on any full assessment outcomes.

When considering empirical inferential results at the item level, similar evidence generally favoring SBI curricula is observed. When looking across items within a single assessment, sometimes SBI groups performed better than or about the same as non-SBI groups (Roy & Mcdonnel, 2018; VanderStoep et al., 2018), both better and worse than non-SBI groups (Hildreth et al., 2018; Tintle et al., 2014), and about the same as non-SBI groups or with weak evidence of differences favoring any group (Mendoza & Roy, 2018; Saputra & Couch, 2018). In summary, item outcomes seem to typically favor SBI groups than favor non-SBI groups, with occasional exception and depending on item and topic.

Only Chance et al., (2016) primarily focused on outcomes solely from simulation-based curricula, with limited, cautioned comparison of outcomes to instructors who taught non-simulation-based courses. Concerning other factors, conceptual gains were not well explained by clusters of student characteristics (e.g., age, GPA, attitudes, etc.) nor by clusters of teacher characteristics (e.g., tenure status, years teaching, etc.). Additionally, mixed-effect models (randomly varying by course section) yielded mixtures of student- and teacher-level variables and their interactions as having some explanatory value for conceptual gains (see Chance et al., 2016 for details).

2.3.2 Attributes and results of other types of studies with quantitative outcomes
Twelve studies were based on within-class group comparisons, multi-section group comparisons, comparisons over the span of a single class topic or unit, and isolated lab intervention studies. Study group sample sizes were under 100 in nearly all instances. For details on study design attributes for these studies, see Appendix A2: Attributes of other studies.

Comparison groups and study designs were highly variable and, in some cases, inconsistent across studies. Since known curricula were not the common form of a study group, author descriptions were used to identify study groups. In terms of general study types, two were external-to-class one-time interventions (Lane & Tang, 2000; Novak, 2014) while the rest could be classified as some form of a comparison of sections within a class (e.g., Maurer & Lock, 2016), iterations of a class (e.g., Reaburn, 2014), or some other form of a within-class or across-class comparison (e.g., Weir et al., 1991). Regarding the latter type, ambiguities in reporting led to ambiguities in group classifications. For example, Pablo and Chance (2018), used a version of ISI, which is a known curriculum. In contrast, while known curricula were typically not implemented, author descriptions were detailed enough to provide a clear label for a study group (e.g., Holcomb et al., 2010). However, less descriptive detail was provided in other studies, which limited understanding of what composed a study group and what students experienced (see Mills, 2004; Simon et al., 1976).

The variable nature of what study groups meant across these studies created obstacles. Most strikingly, the act of observing a simulation (with an audio script playing) was used as the simulation training method in Lane and Tang (2000). However, the non-simulation comparison group in both Weir et al. (1991) and Maurer and Lock (2016) also
used observation of simulations, while their interventions instead focused on different types of interactions with simulations. Thus, the comparability of study designs and groups and how they connect to study outcomes is reduced by such variability.

Additionally, not all studies employed non-simulation groups. For example, Francis et al. (2007) differentiated groups based on when students were exposed to simulation activity with respect to a lecture (before or after), while Novak (2014) compared two groups who completed a simulation activity that varied by the degree of integration of a storyline.

Notably, half of these studies involved some aspect of randomly assigning subjects or sections to study conditions. The most comprehensive example is from Maurer and Lock (2016), who randomized four cohorts (two per class) to simulation or non-simulation versions of the second-half of the same course, attempting to control for several logistical factors.

Since these studies mostly did not aim to compare full curricula, many instead emphasized one of several topic focal points, including the F-statistic in an ANOVA (e.g., Taylor & Doehler, 2015) and the Central Limit Theorem (e.g., Mills, 2004). Others included mixtures of topics, explained in varying levels of detail. For instance, Maurer and Lock (2016) provided course content details, whereas Simon et al. (1976) did not. Other studies provided paltry details on the topic of interest or the nature of how simulations were used, such as with Novak (2014) who only stated that the simulations were used for descriptive statistics.

Regarding learning assessments and reported outcomes, nearly all studies used class exam questions or other questions that were not connected to a clearly labeled
assessment. There tended to be reliance on only a select set of course exam items or other short sets of items that were apparently developed exclusively for the study or course. Two exceptions used items or an assessment of known origin (see Maurer & Lock, 2016; Pablo & Chance, 2018). Of additional importance is that several studies relied on quantitative scoring of qualitative questions (e.g., delMas et al., 1999; Reaburn, 2014). Moreover, the detail in reporting what was used as an assessment ranged from limited (e.g., Weir et al., 1991) to fully presented (e.g., Reaburn, 2014). In summary, assessments from these studies are best interpreted on an individual study basis.

Regarding learning findings, seven studies provided some form of a group comparison on an overall assessment or combined set of outcomes, with only four of these drawing comparisons between one or more simulation groups to one or more non-simulation groups. These results mostly suggest learning benefits of simulations above their respective non-simulation counterparts, or at least no difference in performance between those who were and were not exposed to simulations. Several outcomes exclusively favored the simulation group or groups (Simon et al., 1976; Weir et al., 1991), including a study with random assignment (Lane & Tang, 2000), while one result both favored simulation and showed no evidence for a difference between simulation and non-simulation groups, depending on the measure (Mills, 2004).

For item-level results, in the few comparisons of simulation to non-simulation groups (five studies), simulation generally was favored or showed no evidence for a difference (Lane & Tang, 2000; Weir et al., 1991), with mixed or limited evidence in other cases (Reaburn, 2014), which also included studies with random assignment (Maurer & Lock, 2016; Taylor & Doehler, 2015). Notably, a result of no difference was
desired in part of the results from Maurer and Lock (2016). Two items were based on traditional statistical theory, and thus no group differences indicated that the simulation group fared as well as the non-simulation group on non-simulation items.

Other study results focused on other types of learning outcomes and comparisons. As an example, delMas et al. (1999) demonstrated how updates to a simulation activity in response to disappointing student outcomes, led to performance increases on an assessment focused on visual judgments in a later class. Examples of other types of learning findings include: limited to no evidence for the effect of integrating a storyline in a simulation-based learning activity (Novak, 2014); limited to no evidence of learning benefits of using a flipped versus non-flipped classroom in a simulation course (Pablo & Chance, 2018); and no evidence of learning benefits from engaging in a manual simulation versus not, prior to engaging in a computer simulation (Holcomb et al., 2010).

2.3.3 Summary of results from quantitative empirical study

For the 25 studies in this review, there was notable variation in study types, reporting detail, usage of simulation, and how learning outcomes were tracked. Identifying this information was fairly straightforward for multi-class studies, which emphasized comparison between known curricula or types of curricula, and less straightforward for other types of studies.

Empirical findings broadly provide evidence for the learning benefits of simulation-based curricula and activities, compared to non-simulation-based curricula and activities. However, clear support for simulation-based courses has not been observed for all items, topic areas, curricula, and study approaches. Nonetheless, there is
no clear evidence that non-simulation approaches to learning consistently outperform simulation approaches.

2.3.4 Discussion of variations in reporting of curriculum implementation

There was notable variation in study implementation detail, particularly for the exact manner in which students engaged with simulations. In particular, some studies clearly explained the exact simulations used and how students interacted with them. As an example, Taylor and Doehler (2015) explained the activity that students experienced in detail, which focused on introducing the ANOVA F-statistic through randomization of cereal data. Moreover, in addition to including the exact topic and activity purpose, the concrete steps that students needed to take and the tools involved were provided. In other cases, the description of implementation was moderate to nonexistent. To illustrate: Mills (2004) described the activities of students in the simulation group only as “…[using] Excel to perform any experiments for the understanding of the abstract concepts…” (p. 21).

One issue underlying some of these reporting differences is the overall study design. For studies that involved numerous student interactions with simulations, such as with semester-long curricular studies, tracking and explaining every aspect of student engagement with each simulation was infeasible. This is especially apparent for studies comparing several curricula (e.g., Chance et al., 2018; Hildreth et al., 2018). Thus, by the nature of a smaller scope, smaller studies afford better opportunity to explain exactly how students were intended to interact with simulations.

To deal with the large number of possible intended interactions, a common approach in curricular-level studies was to explain the learning environment and
pedagogy. Most studies based on the *Introduction to Statistical Investigations* (ISI) curriculum were linked in this fashion, in that the desired pedagogy and course implementation were initially described in Tintle et al. (2011). Similarly, the Change Agents for the Teaching and Learning of Statistics (CATALST) curriculum and intended implementation were covered in detail by Garfield et al. (2012). Therefore, at minimum one could infer the general principles behind how students were intended to interact with simulations throughout a course. Nonetheless, as curricula have expanded to and been adjusted by different institutions, implementation differences have been expected and noted, with one factor being teacher experience with a given curriculum (see Beckman et al., 2017; Chance et al., 2016). Furthermore, predefined curricula may be knowingly adjusted and implemented differently than originally introduced. In Hildreth et al. (2018) they refer to implementing CATALST as one study group, except the authors acknowledged modifications, including substituting new activities for old ones, adjusting content, and changing the software partway through the study period. Aspects of ISI have similarly evolved. Therefore, consistency of the expected student interactions and study implementations even with well-defined curricula deserves careful interpretation.

A primary implication of reduced detail or clarity in reporting of implementation is the weakening of the connection between student interactions with simulations and observed learning outcomes. This is one slice of the potential conditionality of learning outcomes. That is, to what extent do the types of behaviors that students engage in and the concepts they are exposed to explain variation in learning outcomes from simulations? Exemplifying the types of possible connections between implementation and outcomes, de Jong and van Joolingen (1998) present empirically-supported
pedagogical practices to assist students’ learning when using computer simulations in a scientific discovery learning environment. Learning theoretic perspectives and the characteristics of simulations may help illuminate this connection. However, without sufficient description of implementation, characterizing this connection and understanding how to use learning outcomes to inform future practice is mitigated.

2.3.5 Discussion of disentangling the learning effects of simulations from other factors

Another important issue related to study design is the ability to isolate the effects of simulations. In other words, to what extent can the effects of simulations on the observed learning outcomes be “disentangled” (Hildreth et al., 2018) from other factors? Given that the use of simulation is one quality embedded in a larger network of educational factors, disentangling learning outcome effects from content and pedagogy and establishing causality may be limited, particularly in observational studies of full-scale curricula (Hildreth et al., 2018; Maurer & Lock, 2016; Tintle et al., 2011). Hildreth et al. (2018) note study confounds of classroom, curriculum, course schedule, lecture versus activity-based pedagogy, the presence of a teaching assistant, and the fact that CATALST was designed as a terminal course while the other studied curricula were not. Hence, many pedagogical and other logistical factors may affect learning outcomes.

Controlling for other factors has included efforts to employ random assignment and the inclusion of covariates in models explaining learning outcomes. The most exhaustive example of random assignment is from Maurer and Lock (2016). Students were randomly assigned to one of four cohorts, which included instructors alternating who taught which cohorts throughout the course. Thus, cohorts primarily differed only by
curriculum (for the second half of the course), while instructor and other administration effects, such as the exact classroom or lab room, were theoretically balanced between cohorts. At the other end of the extreme, some studies conducted random assignment of students to experimental and control learning conditions for one-time intervention or lab studies with moderate to no connection to a course (see Lane & Tang, 2000; Mills, 2004; Novak, 2014). By having a more controlled experiment not occurring in the flow of a regular class, such studies may not reflect the reality of actual learning environments that students encounter. Thus, generalizability of the learning outcomes from such studies to students’ experiences in courses may be limited.

Between these two extremes are examples where students or sections have been randomly assigned to learning conditions for small-scale classroom or activity studies that do not encompass the full duration of a course (e.g., Holcomb et al., 2010; Taylor & Doehler, 2015). In both instances, such small-scale class studies involved instructors being part of both control and experimental groups in some manner, offering additional examples of controlling for instructor type. Such studies present a balance between the difficulty of attempting to control for non-curricular variables while maintaining the reality of student experiences during a course, as opposed to a more controlled lab setting.

Especially for observational studies, attempts have been made to control for tracked variables in modeling learning outcomes. Beckman et al. (2017) controlled for institution (as a way to account for instructor familiarity with CATALST) and allowed for variation by course section in a mixed-effects model. Roy and Mcdonnel (2018) also used mixed-effect models in their analysis and accounted for sex of the teacher, course
duration, semester, type of incentive offered to student, sex of the student, and GPA. Concordantly, Hildreth et al. (2018) included variables of classroom, year, semester, and meeting day for the course. Examples of controlling for study factors outside of pedagogical factors include stratifying learning outcomes by other measures of student performance, such as ACT (e.g., Tintle et al., 2018; VanderStoep et al., 2018). Lastly, Chance et al. (2016) employed combinations of student- and teacher-level characteristics, such as student age, student attitudes, and teacher experience, as the primary goal of analysis. At a minimum, capturing and reporting key educational factors may afford some degree of control in explaining learning outcomes.

2.3.6 Discussion of assessment usage

Several other study design attributes are worth introducing to frame the study findings. The variety of assessments and topics considered across studies defines what counts as learning within each study and the degree to which study outcomes can be compared. Examples of the variety of assessments include entire test or assessment scores which included multiple concepts (e.g., Beckman et al., 2017; Pablo & Chance, 2018), topic subscales composed of multiple items (e.g., Hildreth et al., 2018; Saputra & Couch, 2018), or performance assessed from one or more items about a single concept or related cluster of concepts (e.g., Holcomb et al., 2010; Taylor & Doehler, 2015). In parallel fashion, studies that compared curricula naturally tackled multiple topics, while other studies may have only emphasized one or two topics. Thus, not all learning outcomes may be equivalently comparable. In multi-class studies, various forms of CAOS were typically used; therefore, studies that employed a version of this assessment are more comparable to each other than those that did not use this assessment. In several
cases, course tests or items from courses tests were used (e.g., Simon et al., 1976), or only one topic was emphasized with simulation (e.g., Reaburn, 2014). By addressing a small scope of topics, the applicability of such results is thus limited to those topics. Moreover, scoring was also a notable issue. In contrast to more developed assessments (e.g., CAOS, GOALS), some studies scored outcomes via author or research-team judgment of free-response prompts (e.g., Lane & Tang, 2000; Reaburn, 2014; Taylor & Doehler, 2015). The reporting of these scoring approaches varied in terms of the steps to taken to ensure scoring reliability. Therefore, reconciling the strategy and quality of scoring approaches may further reduce comparability.

Moreover, the issue of matching assessment to the simulation-based nature of courses has been raised. That is, to what extent does a given assessment measure what students are learning in a simulation-based course? As a primary example, CAOS was not designed specifically for simulation-based courses, and modifications to reflect what students are learning in simulation-based courses have been proposed (see Garfield et al., 2012; Tintle & VanderStoep, 2018).

In summary, evidence for learning outcomes are contingent on a given assessment to measure student learning (Maurer & Lock, 2016). Thus, understanding the learning effects from simulations at a quantitative level depends on assessment appropriate to learning with simulations. At the formal assessment level, CAOS has been implemented as a reliable measure of conceptual understanding; however, it was not designed to address simulation-based courses. This has led to several efforts to modify CAOS (see Chance et al., 2016) and design new assessments to reflect statistics courses that employ simulations (e.g., see Garfield et al., 2012; Tintle & VanderStoep, 2018). Additionally,
the sheer variety of informal assessments across studies indicate the large range of possible outcomes, understandings, and types of learning being assessed, with varying degrees of relation to aspects of simulations. In light of the evolving statistics classroom, attention should be put toward continuing to design assessment that matches what students are experiencing with simulations. Many learning outcomes at present may not fully reflect what students learned about simulations or how they might have linked their knowledge from simulations to specific concepts. Perhaps the variation in learning outcomes has largely been a function of variable assessments, or more strongly, perhaps some crucial aspects of learning from simulations have not yet been measured that would help inform the observed learning outcomes.

2.4 Misconceptions about simulations in statistics

Learning obstacles with simulation have been proposed and observed. These include difficulties with students transitioning between the sample level versus sampling distribution level and conflating the real world of the data with the hypothetical world of the simulation (Case & Jacobbe, 2018). Other potential learning obstacles include challenges unique to designing a process instead of selecting a formula (Erickson, 2006), student passivity in instances where simulations are shown instead of created and interacted with (Lane & Peres, 2006), and the fact that providing direction with what to pay attention to in a simulation does not guarantee additional learning benefits (delMas et al., 1999).

This subsection summarizes and extends the work on misconceptions specific to learning statistics with simulations. First, misconceptions that have been observed in students using simulations to work with null-hypothesis significance testing (NHST) are
synthesized. Then, these misconceptions are extended to how they might occur when using bootstrapping for statistical estimation. Second, the conceptual framework for statistical inference proposed by Case and Jacobbe (2018) is presented and extended to estimation with bootstrapping. Third, the broad misconception of conflating the hypothetical nature of the simulation with the real world is explored. This includes presenting different examples of this conflation and proposing three facets of simulation to better describe such conflations.

2.4.1 Types of misconceptions

Some work has covered the array of misconceptions students exhibit when working with statistical simulations (see Case & Jacobbe, 2018; Chance & McLaughrey, 2014; Gould et al., 2010; Hodgson & Burke, 2000; Maxara & Biehler, 2007; Rossman & Chance, 2014; Saldanha & Thompson, 2002). Table 5 provides a list of misconceptions students have been observed exhibiting when working with simulation-based statistics courses or activities. Notably, the first twelve misconceptions were observed only when students were working with null-hypothesis significance testing (NHST) questions, primarily with a randomization test, and the last two misconceptions when working with probability questions. Thus, these misconceptions have not been observed when working with estimation questions. Accordingly, I proposed how each misconception might occur when answering estimation questions. Since bootstrapping is a common approach to estimation with simulation (e.g., Good, 2006; Hesterberg, 1998), I extended the description assuming that some form of bootstrapping is used. Hence, the extended descriptions provide an example of how a misconception might vary only with respect to bootstrapping when used to conduct statistical estimation. Lastly, it should be
acknowledged that some NHST questions may be answered with bootstrapping, and therefore the descriptions of each misconception as originally observed may vary even within NHST questions, if explored with different types of simulations.

The first seven misconceptions originated from two overarching themes of misconceptions from Case and Jacobbe (2018). These two themes are (1) the multilevel nature of inference, and (2) distinguishing the real world of the sample data from the hypothetical world of the simulated data. The first theme specifically encompasses distinguishing and transitioning among the true population, a single observed sample, and multiple simulated samples. This theme was built on the idea of students needing to balance a multi-tiered scheme, proposed by Saldanha and Thompson (2002). The second theme encompasses misconceptions tied to thinking simulation is acting in the real world or producing real-world data. Since multiple types of misconceptions were contained in each overarching theme, I restructured the results from Case and Jacobbe (2018) to propose a larger set of misconceptions captured by the two themes. Some of these first seven misconceptions were also observed by other authors. The remaining misconceptions were observed, proposed, or inspired from work by other authors, as noted.
Table 5 *Observed student misconceptions specific to working with simulation-based statistics*

<table>
<thead>
<tr>
<th>Misconception</th>
<th>Observed description for NHST</th>
<th>Proposed Functioning in NHST vs. Estimation (with bootstrapping)</th>
<th>Description for Estimation (with bootstrapping)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Number&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>Confusing sample size vs. number of trials</td>
<td>Same</td>
<td>Confusing the sample size vs. number of bootstrap samples</td>
</tr>
<tr>
<td>2. Unit&lt;sup&gt;a,c&lt;/sup&gt;</td>
<td>Not understanding the individual units in the simulated sampling distribution</td>
<td>Same</td>
<td>Not understanding the individual units in the simulated bootstrap distribution</td>
</tr>
<tr>
<td>3. Level&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>Not transitioning to the sampling distribution level for inference</td>
<td>Same</td>
<td>Not transitioning to the bootstrap distribution level for inference</td>
</tr>
<tr>
<td>4. Method&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Mixing simulation- and theory-based methods within the same task</td>
<td>Not applicable</td>
<td>Combining bootstrapping with an aspect of traditional methods may be intended, such as bootstrapping to estimate the standard error for use in a traditional confidence interval formula</td>
</tr>
<tr>
<td>5. Replication&lt;sup&gt;a,c,d,e&lt;/sup&gt;</td>
<td>Treating simulation as a replication study or sample</td>
<td>Same</td>
<td>A bootstrap simulation may be similarly interpreted as replicating real sample data</td>
</tr>
<tr>
<td>6. Center&lt;sup&gt;a,f&lt;/sup&gt;</td>
<td>Misusing the center of the simulated sampling distribution</td>
<td>May apply differently</td>
<td>The simulated bootstrap distribution center may be less of a focus compared to NHST and should be near the sample statistic</td>
</tr>
<tr>
<td>7. Discredit&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Discrediting an observed sample as a fluke or outlier with respect to the simulated sampling distribution</td>
<td>May apply differently</td>
<td>The observed sample is not used to evaluate the tenability of a model, but that does not preclude the possibility of disregarding the sample data for other reasons,</td>
</tr>
<tr>
<td>Misconception</td>
<td>Observed description for NHST</td>
<td>Proposed Functioning in NHST vs. Estimation (with bootstrapping)</td>
<td>Description for Estimation (with bootstrapping)</td>
</tr>
<tr>
<td>---------------</td>
<td>-------------------------------</td>
<td>---------------------------------------------------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>8. Purpose&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Not recognizing the purpose of randomness or of the null hypothesis in simulation</td>
<td>May apply differently</td>
<td>Not recognizing the purpose of assuming the original sample represents the whole population or of bootstrapping or the role of randomness in this method</td>
</tr>
<tr>
<td>9. Technology&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Identifying any usage of technology as a simulation</td>
<td>Same</td>
<td>Identifying any usage of technology as a simulation</td>
</tr>
<tr>
<td>10. Variability-neglect&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Fixating on the center and shape of the simulated sampling distribution, in neglect of the variability</td>
<td>Same</td>
<td>Fixating on the center and shape of the simulated bootstrap distribution, in neglect of the variability</td>
</tr>
<tr>
<td>11. Parameter&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>Not understanding what the population parameter is</td>
<td>Same</td>
<td>Not understanding what the population parameter is</td>
</tr>
<tr>
<td>12. Transfer&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Difficulty in designing simulations for new situations</td>
<td>Same</td>
<td>Difficulty designing a bootstrap procedure for a new situation</td>
</tr>
<tr>
<td>13. 50/50&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Difficulty in moving from two-outcome 50/50 proportion models to models of other proportions</td>
<td>May apply differently</td>
<td>An equally-likely two-outcome null hypothesis does not have an equivalent in bootstrapping; there may not be unique difficulty in abandoning a .5 proportion bootstrap compared to abandoning any other proportion</td>
</tr>
<tr>
<td>Misconception</td>
<td>Observed description for NHST</td>
<td>Proposed Functioning in NHST vs. Estimation (with bootstrapping)</td>
<td>Description for Estimation (with bootstrapping)</td>
</tr>
<tr>
<td>---------------</td>
<td>--------------------------------</td>
<td>------------------------------------------------------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>14. Transform(^g)</td>
<td>Difficulty transferring a defined experiment to software</td>
<td>May apply differently</td>
<td>Given different simulation types used for estimation, there may be different kinds of difficulties with transfer to software</td>
</tr>
<tr>
<td>15. Process(^g)</td>
<td>Other problems understanding the dynamics of the simulation not captured by other misconceptions</td>
<td>May apply differently</td>
<td>Given different simulation types used for estimation, there may be different kinds of difficulties with understanding the simulation dynamics</td>
</tr>
</tbody>
</table>


All misconceptions are expected to manifest in NHST and estimation with some similarity, except for the Method misconception. In NHST, a Method misconception requires inappropriately mixing simulation and traditional methods. However, in estimation with bootstrapping, it may indeed be intentional to mix methods, such as estimating a standard error with bootstrapping while choosing a standard error multiplier using a t-distribution.

The Center, Discredit, Purpose, 50/50, Transform, and Process misconceptions may be applicable to estimation but only in a substantively different manner compared to NHST. Since the purpose of estimation with bootstrapping is to mimic and emphasize sampling variability, the center of the simulated bootstrap distribution may be of reduced emphasis. Additionally, since the center of the simulated bootstrap distribution should be
similar to the original sample statistic, this may be a less notable comparison, in contrast to reconciling why the center of the simulated sampling distribution may be different than the original sample in NHST. However, an issue novel to estimation with bootstrapping is that students may think the center of the simulated bootstrap distribution is “more accurate” and disregard the sample estimate, which is related to the Discredit misconception. While evaluating the tenability of the model is not a step in bootstrap estimation, the sample of data may be discredited for other reasons.

The Purpose misconception as proposed by Chance and McGaughey (2014) pertains to the purpose of a null hypothesis and randomness in NHST, which have rough equivalents in estimation with bootstrapping. For the null hypothesis, that relationship exists at the “first level” according to the Case and Jacobbe (2018) inference framework, shown below. This level is where the hypothetical relationship in NHST or the real relationship in the population exists. In estimation with bootstrapping, the equivalent Purpose misconception may be not understanding the purpose of treating the sample as representing the population or of what randomness provides in mimicking random sampling.

The 50/50 model in NHST pertains to moving from equally likely two-outcome situations to outcomes with uneven probabilities or more than two outcomes. However, in estimation, there may be no special cognitive aspect when moving from a .5 proportion to another proportion. Hence, transferring between estimation situations may be a different flavor of misconception, potentially already captured under the Transfer misconception.

Lastly, given the broad nature of the Transfer and Process misconceptions, each presumably operates in a variety of different ways in answering estimation questions.
Since different types of simulations are employed for estimation questions, the problems when defining the simulation abstractly (Process) and implementing it in software (Transfer) are likely different compared to NHST.

Due to the fundamental differences between the operationalization of estimation with bootstrapping versus other statistical simulations, there may be important misconceptions unique to estimation not covered in Table 5. For example, producing a single bootstrap sample requires sampling with replacement the same number of times as the original sample size, which is a step and concept not present in a two-group randomization test. That is, misunderstanding the difference between the sample size versus the number of trials in a randomization simulation may be a wholly different misunderstanding than knowing that the bootstrap sample size needs to match the original sample size.

2.4.2 Thematic organization of statistical inference

To organize student misconceptions, Case and Jacobbe (2018) proposed a framework for simulation-based inference. Since this framework was constructed only under situations with the randomization test for NHST, I expanded it to include estimation questions specifically when bootstrapping is the simulation type, as shown in Table 6.

Case and Jacobbe (2018) organized the framework along two dimensions: a constituent “level” within statistical inference and the “world” where the inference levels exist. At the first level, there is a whole population or true relationship out in the real world (R1). The analog for NHST is the population or relationship that is described by the null hypothesis in the hypothetical world (H-S1). Extending the first level to
estimation is somewhat unclear. Estimation with bootstrapping does not propose an exact model or relationship for testing. Nevertheless, bootstrapping is built on the proposition that the sample is a proxy for the whole population (Hesterberg, 2015; Lock et al., 2013). Thus, the estimation analog to a real or hypothetical population is treating the sample as a representation of the whole population (H-E1). As this representation is a “pseudo-population” (Mooney, 1997), it may also be regarded as a kind of hypothetical world.

The second level consists of single-sample distributions: the real-world original sample (R2), a hypothetical simulated sample (H-S2), and by extension, a bootstrapped sample (H-E2). Finally, the third level involves the sampling distribution: the real-world sampling distribution generated from actual replication (R3), the simulated sampling distribution generated from simulation (H-S3), and again by extension, the simulated bootstrap distribution (H-E3).

Table 6 Framework for organizing simulation-based inference

<table>
<thead>
<tr>
<th>Real-world</th>
<th>Hypothetical (significance testing)</th>
<th>Hypothetical (estimation with bootstrapping)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole population or true relationship (R1)</td>
<td>Hypothetical population or relationship (H-S1)</td>
<td>Using the observed sample as a representation of the whole population (H-E1)</td>
</tr>
<tr>
<td>Observed sample data (R2)</td>
<td>Distribution of one simulated sample (H-S2)</td>
<td>Distribution of one bootstrap sample (H-E2)</td>
</tr>
<tr>
<td>Distribution of statistics produced through replication (R3)</td>
<td>Distribution of statistics produced through simulation (H-S3)</td>
<td>Distribution of statistics produced through bootstrap simulation (H-E3)</td>
</tr>
</tbody>
</table>

*Note.* The first two columns are from Case and Jacobbe (2018).

2.4.3 Conflating the hypothetical nature of simulation with the real world
Study of student understanding of the hypothetical nature of simulation versus the real world of the data, and the consequences of such understanding or lack thereof, are not apparent in the literature. In contrast, student understanding of inference “level”, particularly with NHST has been studied before (e.g., Saldanha & Thompson, 2002). To begin to understand the role of real-world conflation in the statistics classroom, examples of observed student misconceptions that appear to arise from this conflation are next considered.

The Replication, Center, and Discredit misconceptions observed by Case and Jacobbe (2018) each involve some aspect of conflating the simulation with the real world. The Replication misconception involves viewing the simulation as generating real data, which invokes mixing up hypothetical and real worlds. Similarly, the Center misconception involves some form of misinterpreting the center of a simulated sampling or bootstrap distribution by thinking that simulation is occurring in the real world and thus the center of the distribution is the true value in the real world. Such a mix-up of worlds may further lead one to discredit the real sample data, as not fitting in with the simulation (i.e., the Discredit misconception).

Observed examples of misconceptions suggesting real-world conflation may be categorized in multiple ways. Table 7 presents different types of examples of misunderstandings that may source from real-world conflation. These examples are then categorized in two ways. The first way is by the type of misconception that the example seems to be demonstrating. These misconceptions were drawn from Table 5. The second way is by the main facets of the simulation that appear to be the subject of misinterpretation. I proposed these facets, which are next discussed.
Based on a synthesis of the observed examples suggesting real-world conflation, there are three facets of simulation that appear to be invoked. These facets will be labeled “Process”, “Product”, and “Panacea”. These facets refer to the part of the simulation that is the focus of the real-world conflation. The Process facet refers to conflating the hypothetical processes of the simulation as being a real-world process. The Product facet refers to conflating of the hypothetical product of the simulation with a real-world product. The Panacea facet refers to giving a hypothetical simulation powers that fix or affect aspects of the real-world data or results. Each example of conflation seems to primarily connect to one or two of the three facets.
Table 7 *Types of observed misconceptions suggesting real-world conflation*

<table>
<thead>
<tr>
<th>Example Source</th>
<th>Type</th>
<th>Related Misconception</th>
<th>Main of Facet(s) of Misunderstanding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hodgson and Burke (2000)</td>
<td>Simulation generates samples to describe the true population parameter from a known distribution</td>
<td>Replication</td>
<td>Process, Product</td>
</tr>
<tr>
<td>Rossman and Chance (2014)</td>
<td>Simulation replicates prior research to strengthen findings</td>
<td>Replication</td>
<td>Process, Panacea</td>
</tr>
<tr>
<td>Case and Jacobbe (2018)</td>
<td>Simulation can correct flaws in the original study supplying the data</td>
<td>Replication</td>
<td>Panacea</td>
</tr>
<tr>
<td>Gould et al. (2010)</td>
<td>A simulated distribution is a real-world distribution, leading to misinterpreting the center as supporting the null hypothesis in NHST</td>
<td>Center</td>
<td>Product</td>
</tr>
<tr>
<td>Case and Jacobbe (2018)</td>
<td>Using the center of the simulated distribution as the starting point to compute a p-value in NHST</td>
<td>Center</td>
<td>Product</td>
</tr>
<tr>
<td>Case and Jacobbe (2018)</td>
<td>A low p-value means the observed data are unlikely and thus should be discarded</td>
<td>Discredit</td>
<td>Process, Product</td>
</tr>
</tbody>
</table>

Note: Example types are from the stated sources. The proposed underlying misunderstanding is a mixture of my own proposition combined with description by the source authors.

The conflation example from Hodgson and Burke (2000) was assigned both the Process and Product facets. It was assigned the Process facet because the act of generating a sample to describe the true population parameter suggests a real-world process. It was assigned the Product facet because the samples and parameter that are implicated are real-world outcomes. As Hodgson and Burke (2000) state: “…the students
appeared to view the purpose of gathering large numbers of samples to be simply a real-world strategy for finding a population parameter.” (p. 94).

The second example was assigned the Process and Panacea facets. From Rossman and Chance (2014): “Some mistakenly believe that simulation aims to provide replication of the research study, in order to strengthen the findings through replication.” (p. 218). As described, providing replication sounds like a real-world process. Regardless of whether such students believe this replication is a real-world process, further referring to “strengthen the findings” suggests additional real-world validity or power is attributed to simulation that is not actually occurring. The Product facet was not assigned, as the focus of this example was not on a specific product from the simulation.

Thinking that simulation can correct flaws in the data was assigned the Panacea facet. As reported by Case and Jacobbe (2018, p. 22-23), one student in their study thought that a randomization simulation could eliminate confounding factors, because it was executed “over time”, while a theory-based statistical test could not. Thinking that a simulation can correct flaws in the original data is tantamount to imbuing the simulation with special powers to affect the real world that it does not have.

The conflation example from Gould et al. (2010) was assigned the Product facet. As they observed: “A common misconception students reveal in the labs is that the null distribution of the test statistic is seen as the “real” distribution, and students reason that because the distribution is centered at 0, the null hypothesis cannot be rejected.” (p. 4). This illustrates that the simulated distribution is directly interpreted as a real-world outcome. This conflation then leads to misusing the center of the simulated distribution. Similar to the prior example, Case and Jacobbe (2018) present another type of misusing
the center, also assigned the Product facet. They discuss a student in their study using the center of the simulated distribution to compute a p-value. One explanation for this choice is that the student is connecting the distribution to a real-world product.

Lastly, discarding the real data due to a low p-value was assigned the Product and Process facets. Case and Jacobbe (2018) observed a student viewing the simulation as replication and thus seeing an unlikely result as unlikely in reality. (Notably, this misinterpretation was corrected in one student once they encountered a conflicting result from the accompanying theory-based approach on the same problem. (p. 23-24).) This was assigned the Product facet, because discarding the real data suggests the simulated data are given real-world prioritization as outcomes. This was assigned the Process facet, as Case and Jacobbe describe this as a conflation of simulation and replication. Implicating replication suggests that the simulation is being connected to a real-world process.

In summary, each of the three facets is intended to capture a different aspect of conflating a hypothetical simulation with reality. However, distinguishing which facets are invoked for a given misconception is subjective. Nothing precludes all three facets from being involved in a given conflation. For example, a student who thinks that simulation can correct flaws in the study may be viewing the simulation as a real-world process, producing a real-word product, and offering a power to affect the real-world result. Determining the facets of simulation that a student may be conflating with the real world is dependent on the observed language the student uses to describe their thinking. While a student may express a conflation suggesting that all three facets are viewed as
real, different types of conflations may primarily only focus on or use explicitly language that reflects a subset of facets.

Adding further complication, students may shift between hypothetical and real worlds. Case and Jacobbe (2018) describe a student that correctly modeled a null hypothesis with a coin but later made a conflation error. They argue this meant the student correctly saw the simulation as a hypothetical world but then shifted to a real-world interpretation of simulation when making the error. Citing Johnson and Lesh (2003) and Lesh and Doerr (2003), they explain: “These inconsistent interpretations of a system may be associated with the use of representational media that emphasize different aspects of the underlying systems.” (p. 25). Hence, students may invoke different conflation facets at different phases of an analysis. As Case and Jacobbe conclude: “…this study found that students’ coordination of real-world and hypothetical perspectives was “unstable”.” (p. 25).

2.5 Problem Statement

Little is known about the extent and nature of students’ real-world conflation in simulation-based statistics courses. Even less is known about how harboring such conflations may affect understanding other statistical ideas. Finally, the design of assessments to evaluate student understanding of simulation-based content is still expanding. Therefore, student thinking about the hypothetical nature of simulations should be elicited in an open-ended manner. For a complete picture, such thinking should be elicited in multiple situations about multiple parts of the statistical analysis process; therefore, this is what I will do. This will provide observational evidence about the scope and variety of misconceptions related to real-world conflations. This evidence will further
help to define the content of future assessments and offer recommendations to statistics educators for the types of conflation-based misconceptions to expect in their classes.
Chapter 3: Methods

This study aimed to answer the following research questions: (1) To what extent are there quantitative differences in student understanding of the hypothetical nature of simulations when working with null-hypothesis significance testing vs. estimation?, and (2) What typical themes emerge that indicate students are conflating the hypothetical nature of simulations with the real world?

The remainder of this chapter describes the methods that were used to answer the research questions. First, an overview of the study with a timeline of major events is presented. Second, how the initial instrument was developed is described. This includes the initial blueprint. Third, the development and execution of the Think-aloud interviews and consequent changes to the instrument and blueprint are detailed. Fourth, the development and execution of the field test is described. Fifth, the data analysis is detailed. This includes descriptions of the scoring rubric development, quantitative scoring process, qualitative classification process, and analysis steps for answering both research questions.

3.1 Study overview

The purpose of this study was to identify the presence of and classify introductory statistics students’ real-world interpretations of hypothetical simulations. Specifically, the goal was to compare interpretations of a randomization test used for a null-hypothesis significance test (NHST) to a bootstrapping simulation used for an estimation task. The Simulation Understanding in Statistical Inference and Estimation (SUSIE) instrument was created to elicit and collect data on such interpretations. The instrument focused on three different facets of the hypothetical nature of simulations (Process, Product, and
Panacea) and consisted of two sections: one data analysis situation focused on NHST with the randomization test and one data analysis situation focused on estimation with bootstrapping. Each section contained a description of the situation and nine constructed-response items.

The study took place from October 2019 through June 2021. See Table 8 for a timeline of the main steps of the study. The primary method for collecting data was web-based administration through Qualtrics. The main study phases consisted of developing the instrument, piloting the instrument with Think-aloud interviews, collecting primary data via Qualtrics for the field test, and analyzing results. Initial instrument development consisted of drafting descriptions of two statistical tasks, twenty constructed-response items, and an instrument blueprint. These draft materials were based on student misconceptions from the literature, the three facets of conflation, and my classroom teaching experience. The initial version of the instrument was finalized after informal discussion and feedback from my advisors and colleagues with expertise in statistics education. The initial instrument version was piloted in web-based Think-aloud interviews conducted with college students with a variety of statistics expertise. The instrument was iteratively updated through the piloting process until a final eighteen-item version was created, which was used in the field test.

The final version of the instrument was implemented in Qualtrics and responses from participants were collected for sixteen days at the end of the fall 2020 semester. Participant recruitment for the field test involved recruiting college students from introductory statistics courses at the University of Minnesota that used a simulation-based curriculum. To quantitatively score the accuracy of responses, I created a scoring rubric,
which was edited through a peer-assisted validation process. I made additional changes while scoring responses. The first round of data review consisted of quantitatively scoring responses and assigning qualitative codes to incorrect responses. The second round of data review involved assigning new qualitative codes to incorrect responses. The third and final round of data review consisted of assigning new qualitative codes only to incorrect responses that used language suggesting a conflation of the simulation with the real-world.

Quantitative data analysis consisted of modeling and evaluating the total score on the instrument and the difference in scores between the NHST and estimation sections. A brief reliability analysis was also conducted. Qualitative data analysis consisted of aggregating responses that used language suggesting a real-world conflation, evaluating the prevalence of such conflation-language across items, and identifying the typical themes of responses that used such conflation-language.

Table 8 *Timeline of main steps to complete the study*

<table>
<thead>
<tr>
<th>Step</th>
<th>Timeline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Define target content areas for instrument</td>
<td>October 2019 – January 2020</td>
</tr>
<tr>
<td>Draft initial blueprint, situations, and items for SUSIE</td>
<td>January 2020 – February 2020</td>
</tr>
<tr>
<td>Revise and create final version of blueprint and instrument for Think-aloud interviews; draft study protocols for Think-aloud interviews and fielding testing</td>
<td>February 2020 – May 2020</td>
</tr>
<tr>
<td>IRB approval</td>
<td>May 27, 2020</td>
</tr>
<tr>
<td>Finalize study protocols for Think-aloud interviews</td>
<td>May 2020 – June 2020</td>
</tr>
<tr>
<td>Execute test-runs of Think-aloud interviews</td>
<td>June 12 and June 13, 2020</td>
</tr>
<tr>
<td>Step</td>
<td>Timeline</td>
</tr>
<tr>
<td>---------------------------------------------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Send email request to instructors to recruit students for Think-aloud interviews</td>
<td>June 15, 2020</td>
</tr>
<tr>
<td>Execute twelve Think-aloud interviews while iteratively revising the instrument</td>
<td>June 18, 2020 – August 31, 2020</td>
</tr>
<tr>
<td>Contact instructors for field test recruitment</td>
<td>August 31, 2020</td>
</tr>
<tr>
<td>Create final draft of SUSIE and extra credit survey in Qualtrics</td>
<td>September 29, 2020</td>
</tr>
<tr>
<td>Confirm final field test logistics with instructors</td>
<td>October 19, 2020 – November 14, 2020</td>
</tr>
<tr>
<td>Create initial draft of scoring rubric</td>
<td>November 3, 2020</td>
</tr>
<tr>
<td>Recruit participants for field test</td>
<td>November 19, 2020 – December 9, 2020</td>
</tr>
<tr>
<td>Open SUSIE for field test data collection in Qualtrics</td>
<td>December 1, 2020</td>
</tr>
<tr>
<td>Close SUSIE for field test data collection in Qualtrics</td>
<td>December 17, 2020</td>
</tr>
<tr>
<td>Send list of participants to respective instructors for extra credit incentive</td>
<td>December 17, 2020</td>
</tr>
<tr>
<td>Complete peer validation of scoring rubric and update rubric</td>
<td>January 4, 2021 – January 21, 2021</td>
</tr>
<tr>
<td>Execute quantitative scoring and first round of qualitative coding of participant responses</td>
<td>January 28, 2021 – March 25, 2021</td>
</tr>
<tr>
<td>Update final scoring rubric</td>
<td>April 3, 2021</td>
</tr>
<tr>
<td>Execute second round of qualitative coding</td>
<td>April 5, 2021 – April 26, 2021</td>
</tr>
<tr>
<td>Execute data analysis and synthesize results</td>
<td>April 26, 2021 – June 21, 2021</td>
</tr>
</tbody>
</table>

3.2 Initial development of SUSIE
The initial instrument was developed for the pilot Think-aloud interviews. The objective was to create an instrument with only constructed-response items focused on different aspects of the hypothetical nature of simulations. Creating this instrument involved drawing on the literature of observed misconceptions and extending the coverage of possible misconception content. This involved employing the three facets of Process, Product, and Panacea proposed earlier. The instrument contexts, items, and blueprint were drafted in a non-linear manner, often simultaneously, as described below.

3.2.1 Intended population

The intended population is college students who have completed an introductory simulation-based statistics course. Selection of this population was based on the need to further evaluate learning outcomes and update assessment in the modern introductory statistics course, as discussed in Chapter 2. Choosing this population informed the scope of the target content, blueprint, and item-writing.

3.2.2 Instrument format

The format of the instrument was determined by the objective to elicit students’ conceptual interpretations of different aspects of statistical simulations that might involve a real-world conflation. The format of the instrument consisted of three key properties: use of only constructed-response items, presenting situations that illustrated the entire process of a statistical analysis, and presenting one situation that employed null-hypothesis significance testing (NHST) and one situation that used estimation.

Regarding item format, the instrument employed constructed-response (open-ended) items in contrast to selected-response (closed-ended) items. The constructed-response format was chosen due to the limited understanding of real-world conflation.
Use of items to elicit open-ended responses allowed for novel interpretations of simulations to emerge that might not have been captured with closed-ended item formats. This item format supported the second research question of identifying different examples and themes of real-world conflation.

Also because of limited understanding about real-world conflation, the instrument was designed to present descriptions of full statistical analysis processes. By presenting descriptions of the statistical analysis process, this allowed the content of the items to focus on conceptual interpretation of each step of the process. The intent of the instrument was not to have participants perform computations or execute an analysis. Instead, to explore the maximum scope of where real-world conflations may exist for students, the objective was to elicit student thinking on all parts of the statistical analysis process that could be reasonably described in a written test setting.

Finally, misconceptions about simulation in the literature have only been discussed from the standpoint of NHST, typically with the randomization test. Therefore, two contexts for motivating the items were created. One context involved answering a statistical research question with NHST using the randomization test, and the second context involved answering a statistical research question with estimation using a bootstrap procedure. Using two different contexts allowed for the responses to these two types of simulations to be compared. Presenting a bootstrap simulation further allowed the understanding about real-world conflation to be broadened to a situation other than a randomization test or NHST. The instrument content, items, and blueprint were informed by this format and are discussed next.

3.2.3 Instrument contexts, items, and initial blueprint
Drafting the instrument situational contexts, statistical analysis descriptions, items, and blueprint occurred in a non-linear and often simultaneous manner. (“Blueprint” refers to an organized presentation of the items with a summary of the key features about each item.) The content considered for the instrument was defined by the real-world conflation examples in the literature and the two contexts each containing descriptions of a full statistical analysis process. While drafting the instrument contexts and statistical analysis descriptions, new types of possible real-world conflations were conjectured and subsequently integrated into the drafts of items. Through iteratively drafting and updating the contexts and items, the blueprint for the instrument was also drafted and updated. Finalizing the blueprint then assisted in finalizing the instrument contexts and items. Throughout the instrument development process, different iterations of the contexts, items, and blueprint were reviewed and discussed with my faculty advisors and colleagues in statistics education. The initial complete draft of the instrument consisted of descriptions of two statistical research contexts with accompanying research questions, two descriptions of complete statistical analysis processes, and twenty constructed-response items integrated throughout the analysis process descriptions. For the initial complete draft of the instrument, see Appendix B1: Initial SUSIE versions for Think-aloud interviews. The components of the instrument and the initial blueprint are next described in turn.

Two instrument contexts were drafted. The first context involved modifying the fish oil study originally published by Knapp and Fitzgerald (1989). This study has been modified for textbook and study usage before (e.g., see Ramsey & Schafer, 2012, p. 245 or Tabor et al., 2012, p.23-24). The objective for the first instrument context was to
present a research question that needed to be answered with NHST and use a randomization test. The premise of this context is that fourteen male subjects were randomly assigned to consume fish oil or another oil in a four-week diet. The change in blood pressure was then measured (post-study minus pre-study), to evaluate if oil consumption has a relationship with blood pressure. The version used for the instrument was initially based on the version reported in Case (2016) but was modified in several places. First, two characters called “Researcher 1” and “Researcher 2” were added. These characters would become the basis for the statements proposed in many items and serve to drive the description of how the statistical analysis for the context was carried out. Second, a research question for the context was integrated and proposed by the characters, as stated: “Is there a difference in the average blood pressure reduction between the fish oil group and soybean oil group?” By asking, “Is there a difference…” this research question intended to cue study participants that NHST would be used in the analysis. Third, the sample data (the fourteen values of blood pressure change) were shown on vertically stacked dot plots, conditioned by oil group. Fourth, computation of the sample average difference in the reduction in blood pressure (of 7.7, favoring the fish oil group) was shown. Lastly, other wording adjustments were made to increase the clarity of the context. The data for this context were the fourteen blood pressure values reported in Case (2016) and elsewhere.

The second context was my own creation, which focused on delays in airplane departures. The objective was to present a situation that necessitated an estimation research question. To parallel the format of the first context, two new characters were presented, “Friend 1” and “Friend 2”. The premise of this context is that these two friends
want to know the average delay for recent airplane departures from Minneapolis-St. Paul (MSP) airport. While the first context involved an experimental study with random assignment, this context employed the random sampling of 150 departure delay times from a specific database. To simplify the context, only Delta Airlines flights from 2019 were considered. Similar to the first context a research question was proposed, but this research question was intended to cue an estimation procedure for study participants: “What is the average delay time for all Delta Airlines flights leaving MSP airport in 2019?” Also similar to the first context, a plot of the sample data was provided and the sample average delay (of 6.35 minutes) was displayed. To acquire the data for the context, data for all Delta flight departures in 2019 were downloaded from a Bureau of Transportation Statistics database (https://www.transtats.bts.gov/ONTIME/Departures.aspx). From the population of all 63,049 departures, different sets of 150 departure values were randomly sampled, until a set of 150 values resulted in a sample average similar to the population average and a sample distribution similar to the population distribution. This was done to provide study participants with a realistic sense of the population.

Descriptions of full statistical analysis processes that followed the introduction of each context were drafted. Within each instrument section (i.e., for both contexts), the objective was to describe all major steps that needed to be taken, in order to answer the proposed research question at the introduction of the given context. The major steps presented in each instrument section were a description of the simulation that was executed for data analysis, a plot of the simulated sampling distribution, a description of the relevant information and computation from the simulated sampling distribution,
answering the research question, and considering several post-study issues. To maintain continuity and logical flow of the analysis, the steps were described from the standpoint of the actions of the two characters (i.e., the two researchers for the NHST context or the two friends for the estimation context). To support the parallelism between instrument sections, the major steps were written in the same order and in as similar a format as possible between each instrument sections.

Each simulation description was presented as a set of steps used to accomplish a purpose specific to the given research question. For the NHST section the stated purpose was “[t]o evaluate whether the difference of 7.7 was simply due to random chance”, and for the estimation section the stated purpose was “[t]o estimate the uncertainty in the average of 6.35”. For the NHST section the simulation was called a “computer simulation”, while for the estimation section it was called a “bootstrap simulation”. The steps of each simulation were presented as a generic algorithm, not specific to any software. The same sentence was provided at the end of the simulation description, in each instrument section: “The computer repeated the process above for a large number of trials.”

Following the simulation description in each section, items were created and integrated throughout the remainder of each statistical analysis description. Typically, the description of an analysis step served as the introductory text for the item. Thus, much of the analysis description was written simultaneously with one or more items. The objective for item-writing was to first integrate previous examples of real-world conflation among the analysis descriptions, where possible, and then draft items that would potentially elicit novel examples of real-world conflation. The previous examples
were directly drawn from those introduced earlier in Table 7. To ensure sufficient content coverage, items were proposed such that participants would have to provide conceptual interpretations on many different parts of the analysis process. Additionally, the content of items was drafted such that each of the three facets of conflating simulation with reality (Process, Product, and Panacea) were sufficiently targeted.

An initial set of twenty items, comprised the set of items to be evaluated in Think-aloud interviews. An initial classification of items served as the initial blueprint, as shown in Table 9. The first ten items were for the NHST section (indicated by the leading “iN”) and the second ten items were for the estimation section (indicated by the leading “iE”). The “i” refers to the fact that these were the initial item designations and that the numbering of items changed by the final blueprint used in the field test. A description of what each item focused on is described by the item content focus. Each item was assigned what the primary facet(s) of real-world conflation would be, were there to be a conflation in a participant’s response to the item. Given the subjective nature of the three facets and given the novel nature of this topic, the assigned facet(s) were a logical judgement based on the item content. It was assumed that items may elicit any combination of or all three facets in a participant’s response. The underlying misconception(s) that informed the creation of the item were also assigned.
Table 9 Initial item blueprint

<table>
<thead>
<tr>
<th>Initial Item Designation</th>
<th>Item Content Focus</th>
<th>Facets (misconceptions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iN1</td>
<td>Null hypothesis and assumption of simulation</td>
<td>Process (Purpose)</td>
</tr>
<tr>
<td>iN2</td>
<td>How assumption of simulation helps answer research question</td>
<td>Process or Panacea (Purpose or Replication)</td>
</tr>
<tr>
<td>iN3</td>
<td>Meaning of distribution center around 0</td>
<td>Product or Replication (Purpose or Replication)</td>
</tr>
<tr>
<td>iN4</td>
<td>Using distribution to calculate p-value</td>
<td>Product (Center)</td>
</tr>
<tr>
<td>iN5</td>
<td>What a low p-value means</td>
<td>Product (Discredit)</td>
</tr>
<tr>
<td>iN6 (versions)</td>
<td>Value of more trials</td>
<td>Process or Panacea (Purpose or Replication)</td>
</tr>
<tr>
<td>iN7</td>
<td>Simulation and confounding variables</td>
<td>Panacea (Replication)</td>
</tr>
<tr>
<td>iN8</td>
<td>Simulation and sample size</td>
<td>Panacea or Process (Replication)</td>
</tr>
<tr>
<td>iN9</td>
<td>Simulation and unreliable data measurement</td>
<td>Panacea (Replication)</td>
</tr>
<tr>
<td>iN10</td>
<td>How to replicate study</td>
<td>Process (Replication)</td>
</tr>
<tr>
<td>iE1</td>
<td>Assumption of sample as stand-in for population</td>
<td>Process (Purpose)</td>
</tr>
<tr>
<td>iE2</td>
<td>How sample as stand-in for population helps answer research question</td>
<td>Process or Panacea (Purpose or Replication)</td>
</tr>
<tr>
<td>iE3</td>
<td>What to use for sample estimate in interval calculation</td>
<td>Product (Discredit)</td>
</tr>
<tr>
<td>iE4</td>
<td>Need for interval to answer research question</td>
<td>Product (Center)</td>
</tr>
<tr>
<td>iE5</td>
<td>Deviation of sample estimate from center of distribution</td>
<td>Product (Discredit or Center)</td>
</tr>
<tr>
<td>iE6 (versions)</td>
<td>Value of more trials</td>
<td>Process or Panacea (Purpose or Replication)</td>
</tr>
<tr>
<td>iE7</td>
<td>Simulation and sampling bias</td>
<td>Panacea (Replication)</td>
</tr>
<tr>
<td>iE8</td>
<td>Simulation and sample size</td>
<td>Panacea or Process (Replication)</td>
</tr>
<tr>
<td>iE9</td>
<td>Simulation and unreliable data measurement</td>
<td>Panacea (Replication)</td>
</tr>
<tr>
<td>iE10</td>
<td>How to replicate study</td>
<td>Process (Replication)</td>
</tr>
</tbody>
</table>

To create parallel sections, items were paired between sections, based on their item content. The first item pair, iN1/iE1, asked about what was assumed to be true about each respective simulation. The second item pair, iN2/iE2, was written to directly follow...
from iN1/iE1. Each of iN2/iE2 asked how the assumption from the respective iN1/iE1 contributed to answering the respective research question.

Items iN3 and iE5 were paired, given that each item addressed an erroneous interpretation of the center of each simulated distribution. The items appeared in different relative item orders, due to the analysis differences with NHST using a p-value and estimation using an interval. A character in iN3 proposed that a simulated distribution being centered around 0 supports the null hypothesis, an erroneous interpretation. For item iE5, an erroneous statement is offered that suggests the sample mean and data cannot be trusted due to the difference in the bootstrap distribution and sample means.

The pair of items iN4 and iE3 both addressed a calculation aspect of answering the respective research questions. Item iN4 had the characters offer competing ways to compute the p-value, with the erroneous computation starting at the center of the simulated distribution. Item iE3 had the characters offer competing ways to compute the confidence interval, with the erroneous computation using the mean of the bootstrap distribution instead of the sample mean.

Both of iN5 and iE4 focused on interpreting results to answer the respective research questions. For item iN5, two competing interpretations of the low p-value are offered, wherein the erroneous interpretation argues for the sample mean not being supported by the data. For item iE4, a character proposed that the average of the simulated distribution can be reported in lieu of a confidence interval, also an erroneous interpretation.

For items iN6/iE6, two wording variations to be tested in the interviews were created. The intent was to create two items to elicit how participants perceived the
running of trials, such as whether that amounted to replicating new data. “Wording A” presented four images of simulated distributions from four different numbers of trials and asked about how differences in the images might be related to the differences in the number of trials. “Wording B” presented the same images as Wording A, but instead asked which set of results the participant would choose. For iN6 Wording B, the means of the trials and the p-values were displayed. For iE6 Wording B, the means and the standard deviations of the trials were displayed.

The next three pairs of items (iN7/iE7, iN8/iE8, iN9/iE9) were paired for each suggesting a hypothetical different problem or issue to the participant that could have occurred in the contexts. Items iN7 and iE7 both proposed a type of confounding variable that hypothetically introduced bias to the data. Both items asked if the simulation still allowed for a valid answer to the research question. Items iN8 and iE8 suggested that the sample size for each study was too small and asked if running more trials of the respective simulation allowed for a small sample size. Items iN9 and iE9 both described a faulty measuring device, asking participants if the simulation still allowed for a valid answer to the research question.

Items iN10 and iE10 were paired due to both addressing how to conduct a replication study. For each item, the characters offered competing proposals, wherein one character argues to collect a new sample of data while the other erroneously argues to rerun the simulation.

Finally, data used for the first context were manually entered into Microsoft Excel and data for the second context were downloaded into Microsoft Excel. All computations and plots were created in the R statistical computing platform (R Core Team, 2019). Plots
were produced with the *ggplot2* (Wickham, 2016) and *gridExtra* (Baptiste, 2017) packages. Simulations were executed with the *mosaic* (Pruim et al., 2017) package.

### 3.3 Think-aloud interviews

Think-aloud interviews were executed to evaluate whether participants were interpreting the components of the instrument as intended, in order to update the instrument for the field test. The goal of think-aloud interviews is for participants to verbalize their thoughts as they process tasks and items (Gorin, 2006), which can inform the level of cognitive demand and any ambiguity of items (Haladyna & Rodriguez, 2013). The remainder of this subsection discusses the initial instrument versions used, interview participants, interview logistics, and the process to create the final blueprint.

#### 3.3.1 Initial instrument versions for interviews

Four versions of the initial instrument were created based on the initial blueprint from Table 9, presented earlier. These four versions were considered the “first generation” of the instrument. For a complete draft of the initial instrument versions, see Appendix B1: Initial SUSIE versions for Think-aloud interviews.

To account for ordering effects of the two instrument sections, two of the four initial instrument versions presented the NHST section first and the other two versions presented the estimation section first. To evaluate the two different wordings of iN6 and iE6, two of the four instrument versions featured Wording A and the other two versions featured wording B. These two variables (order and wording) were crossed to create the four initial versions.

#### 3.3.2 Participants and recruitment
The target participants were undergraduate or graduate students who had some experience with statistics and ideally had learned or worked with some type of statistical simulation. The objective was to interview students who either would be from the same courses that would be used for field test recruiting or at least had minimal statistical knowledge to provide effective feedback on the instrument. Students were recruited from mid-June 2020 through mid-July 2020, with recruitment overlapping with the execution of some interviews.

I recruited students from eight different course sections across three different courses at the University of Minnesota - Twin Cities and also colleagues. The three courses included two introductory simulation-based courses and one non-simulation-based course. One simulation-based course used a version of the Change Agents for the Teaching and Learning of Statistics (CATALST) curriculum (Garfield et al., 2012) and the other simulation-based course used the Lock 5 curriculum (Lock et al., 2013). Those two courses were the primary recruitment targets, as students learning with those curricula would also serve as the target participants for the field test. To recruit a sufficient number of participants, students were also recruited from a second semester non-simulation-based regression course. Typically, students in this course had taken a course with the Lock 5 curriculum as their first course. Also to recruit a sufficient number of participants, I recruited from among colleagues who were familiar with some type of statistical simulation.

All recruitment occurred via email. For recruitment from courses, I coordinated recruitment with consent and assistance from the respective course instructors. (I was the course instructor for three of the eight course sections.) Colleagues were recruited via
email. For the five course sections for which I was not the instructor, the instructors sent recruitment details via email on my behalf. To incentivize participation, a $10 Target gift-card was offered to one randomly selected participant who completed the interview. For interview recruitment materials, see Appendix E1: Instructor recruitment email template and Appendix E2: Participant recruitment email template. No consent form was needed given the exempt status assigned to this study by the IRB (STUDY00009911). Instead, a document was provided in recruitment emails with a summary of the study information and participant protections, included in Appendix E3: Information sheet.

3.3.3 Interview logistics

I executed all interviews over Zoom. All instrument versions were implemented in Qualtrics. For participants who agreed to be interviewed, a mutual one-hour block of time for the interview was established. To test different versions of the instrument, participants were randomly assigned to take a particular version of the instrument in advance.

An interview protocol was created to guide the interview process. In summary, each interview consisted of meeting the participant on Zoom; introducing the study and sending a link to the participant’s randomly assigned version of the instrument on Qualtrics; participants reading all text on the instrument out loud and typing their responses to the items in Qualtrics; and providing a debrief about the instrument once sixty minutes had passed or the participant finished the instrument, whichever occurred first. Interviews were video and audio recorded on Zoom with the participant’s consent. During interviews, participants were encouraged to continue to vocalize their thoughts throughout, to ensure they were sufficiently providing all feedback they had to offer. To avoid biasing
participants, corrective feedback to participant thinking during the interview was not provided. Any substantive questions the participant asked were reframed back to the participant. However, improvised follow-up questions were asked of participants at various points in some interviews, in order to glean deeper insight into some items. Additionally, I typed notes and observations about participant responses during each interview. For the complete interview protocol, see Appendix E4: Interview protocol template.

Several data sources were collected for each interview. This included the audio and video files from Zoom, the typed participant responses from Qualtrics, and the typed interviewer notes. Following interviews, I additionally created a typed transcript of each interview. No personally identifying information was collected other than the video and audio files themselves. All data were stored on a secured laptop and a secured shared Google Drive.

3.3.4 Iterative results and final blueprint

Twelve interviews were executed. One participant was from the simulation-based course with the Lock 5 curriculum, two participants were from the simulation-based course with the CATALST curriculum, five participants were from the non-simulation-based regression course, and four participants were colleagues. All interviews were executed without technical problems, except for one interview where only the audio was recorded due to the internet bandwidth being insufficient for allowing the participant’s video to be activated. One participant shared personally sensitive information. The video, audio, and typed transcript files were edited to remove this personally sensitive information.
By the end of the twelve interviews, the initial versions of the instrument had been updated six times, leading to seven “generations” of the instrument having been tested in interviews. I created each new generation of the instrument following one or more interviews using the most recent generation. Some generations had more versions of the instrument than others. To create each generation, the most recent generations of the instrument were updated based on participant responses and interviewer notes up to that point. In summary, updates across generations included numerous item-wording changes, combining two items into one, changing details in the contexts, changing the layout of the instrument in Qualtrics, and adjusting the simulated outcomes used in the estimation context. For a reporting of results of the interviews and all consequent updates to the instrument, see Section 4.1 Think-aloud interviews. For the notes from each interview see Appendix C1: Complete interviewer notes. For detailed instrument updates that were considered or implemented across all generations and versions, see Appendix C2: Instrument changes throughout interviews. For the exact item wording tested in each generation of the instrument, see Appendix C3: Item history.

After applying final edits to the instrument based on feedback from interviews, the final blueprint was created, as shown in Table 10. The table lists the items from both instrument sections in the order that they appeared within each respective instrument section. This blueprint and version of the instrument were implemented in the field test, next discussed.
<table>
<thead>
<tr>
<th>NHST Section</th>
<th>Estimation Section</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>N1. Purpose</strong> (process, panacea)</td>
<td><strong>E1. Purpose</strong> (process, panacea)</td>
</tr>
<tr>
<td>What is the purpose of randomization in the simulation (in terms of how it helps you answer the research question)?</td>
<td>What is the purpose of resampling in the bootstrap simulation (in terms of how it helps you answer the research question)?</td>
</tr>
<tr>
<td><strong>N2. Center</strong> (product)</td>
<td><strong>E2. Calculate</strong> (product)</td>
</tr>
<tr>
<td>After seeing the distribution of 500 trials, Researcher 1 offered this observation: “Since the results center around 0, that suggests there is no difference in effect between fish oil and soybean oil in reality.”</td>
<td>Your friends agreed to use 1.85 for the Standard Deviation of trials but disagreed on the Sample Estimate. Friend 1: “The sample average of 6.35 minutes should be used.” Friend 2: “The average of the 500 bootstrap trials, 6.10 minutes, should be used.”</td>
</tr>
<tr>
<td>Do you agree with Researcher 1? Why or why not?</td>
<td>Which friend do you agree with? Why?</td>
</tr>
<tr>
<td><strong>N3. Calculate</strong> (product)</td>
<td><strong>E3. Interpret</strong> (product)</td>
</tr>
<tr>
<td>The researchers agreed to calculate a p-value but disagreed on the procedure. Researcher 1: “Start at the average of the 500 trials, and then calculate the proportion of all trials larger than that.” Researcher 2: “Start at the sample average difference of 7.7, and then calculate the proportion of all trials larger than that.”</td>
<td>To answer the research question, Friend 1 wanted to report the interval they calculated. However, Friend 2 said, &quot;You don't need an interval to answer the research question. You can report the average of the 500 bootstrap trials.” Do you agree with Friend 2? Why or why not?</td>
</tr>
<tr>
<td>Which researcher do you agree with? Why?</td>
<td><strong>E4. Center</strong> (product)</td>
</tr>
<tr>
<td><strong>N4. Interpret</strong> (product)</td>
<td></td>
</tr>
<tr>
<td>Researcher 2 calculated a p-value of 0.014. However, Researcher 2 was unsure of how to answer the research question.</td>
<td>Suppose a third friend saw the plot of 500 trials and raised a concern. Friend 3: “The average of 6.10 from the 500 bootstrap trials is different from the...”</td>
</tr>
</tbody>
</table>
**NHST Section**

Possible answer 1: “The low p-value indicates that an average difference of 0 is not supported. There is evidence for a difference between the groups.”

Possible answer 2: “The low p-value indicates that the sample average difference of 7.7 from the data is not supported. There is no evidence for a difference between the groups.”

Which answer do you agree with? Why?

**E5. Trials** (process, panacea)

Consider the results from the smallest number of trials (100). Was there something gained by the other teams running more trials? If so, what did they gain and why? If nothing was gained, why not?

**E6. Replicate** (process)

Since this was only one study your friends wanted to do a replication study with the same sample size, to verify their results.

Friend 1: "We should randomly sample another 150 departures and analyze them the same way we analyzed the original sample."

Friend 2: "We can also run our bootstrap simulation again with the data we already have, as that is as good as a replication of the study."

Is the approach by Friend 2 a valid way to do a replication study? Why or why not?

**E7. Confound** (panacea)

Suppose that all of those in the fish oil group were taking a blood pressure...
<table>
<thead>
<tr>
<th>NHST Section</th>
<th>Estimation Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>medication, while all of those in the soybean oil group were not.</td>
<td>Suppose that only morning departure times (in the range of 5am – 12pm) were included in the sample.</td>
</tr>
<tr>
<td>Since each trial of the simulation randomly assigned the blood pressure values to the two groups, could the researchers still provide a valid answer to the research question? Why or why not?</td>
<td>Given the bootstrap simulation that was run, could your friends still provide a valid answer to the research question? Why or why not?</td>
</tr>
<tr>
<td><strong>N8. Sample Size</strong> (panacea)</td>
<td><strong>E8. Sample Size</strong> (panacea)</td>
</tr>
<tr>
<td>Suppose there was concern that the size of the original sample was too small.</td>
<td>Suppose there was concern that the size of the original sample was too small.</td>
</tr>
<tr>
<td>Did the fact that the researchers ran many trials of the simulation create a larger sample size for the study? Why or why not?</td>
<td>Did the fact that your friends ran many trials of the bootstrap simulation create a larger sample size for the study? Why or why not?</td>
</tr>
<tr>
<td><strong>N9. Device</strong> (panacea)</td>
<td><strong>E9. Device</strong> (panacea)</td>
</tr>
<tr>
<td>Suppose that the medical device for the soybean oil group was found to be faulty. It gave consistently higher readings than it should have.</td>
<td>Suppose that the flight tracker at MSP airport was found to be faulty. It consistently recorded departure times as being later than it should have.</td>
</tr>
<tr>
<td>Given the simulation that was run, could the researchers still provide a valid answer to the research question? Why or why not?</td>
<td>Given the bootstrap simulation that was run, could your friends still provide a valid answer to the research question? Why or why not?</td>
</tr>
</tbody>
</table>

### 3.4 Field test administration

For the field test of SUSIE, participants were recruited beginning November 19th, 2020 and the data collection period occurred from December 1st, 2020 to December 17th, 2020. This time period was intentionally selected such that participating students would have been exposed to all intended content in their simulation-based courses, in order to have the minimum knowledge to complete the instrument. The remainder of this
subsection discusses recruitment of participants, field text logistics, and the development of the rubric to quantitatively score responses.

3.4.1 Participants and recruitment

The desired population was college students in introductory applied statistics courses with a simulation-based curriculum. This desired population was chosen due to the need to better understand student misconceptions arising from simulation-based introductory statistics courses. For practical purposes, the population of students from which students were sampled was limited to those who learned or are learning introductory statistics from either the CATALST (Garfield et al., 2012) or Lock 5 (Lock et al., 2013) curriculum in courses at the University of Minnesota - Twin Cities.

For the fall 2020 semester, there was one CATALST course comprised of four sections and one Lock 5 course comprised of four sections, including a total of 310 enrolled students across these eight sections as of December 1st, 2020. Both courses were offered by the Department of Educational Psychology (EPSY) at the University of Minnesota - Twin Cities. The CATALST curriculum was designed to cover basic ideas of statistical inference, using simulation and probability models. The course is typically taken by non-STEM undergraduate students who need a course that satisfies a mathematical thinking requirement. The Lock 5 curriculum covered introductory descriptive and inferential statistics, with the latter presented from both simulation-based and traditional theory-based perspectives. This course is typically taken by non-STEM graduate students who need a basic statistical methods course, although some undergraduate students are usually enrolled, as well.
To recruit participants, I worked with the seven instructors responsible for the eight course sections. Instructors were initially contacted to explain the study, request consent for recruitment, and explore the feasibility of offering extra credit to students as an incentive to participate. Following repeated correspondence, all seven instructors consented to assist with the study. Additionally, all instructors agreed to offer some form of extra credit to their students who participated, though the amount and type of extra credit was determined by and varied by instructor. For the initial recruitment email to instructors, see Appendix F1: Email template for recruiting instructors. For the follow-up correspondence with instructors, see Appendix F2: Email template for confirming study details with instructors.

Table 11 presents details about the courses included in participant recruitment. The two courses are identified by their curriculum name. (The University of Minnesota - Twin Cities course designations for the CATALST and Lock 5 courses are EPSY 3264 and EPSY 5261, respectively.) Instructors are designated by “C” or “L” to refer to the CATALST or Lock 5 curriculum, respectively, and a number for the course section taught. Two of the CATALST sections were taught by the same instructor and in the same format. This instructor treated these two sections as one large section, and thus sections 3 and 4 of CATALST were combined for the purposes of data collection and analysis. Two sections for each of the CATALST and Lock 5 courses were delivered in the remote format, while the remaining sections were delivered in the online format. For the remote format, class meetings occurred synchronously over Zoom. For the online format, all classwork and participation occurred asynchronously in the Canvas software platform. Student enrollment for each class was observed on December 1st, 2020.
Participant recruitment occurred from November 19th, 2020 to December 9th, 2020. Initially, students from the respective eight sections were contacted via email by their instructors on my behalf. Initial correspondence introduced the study to prepare students for the invitation to participate. On December 1st, 2020, an email invitation to participate in the study was sent to students by their instructors on my behalf. A reminder email to participate was also sent by instructors on my behalf on December 9th, 2020. Additionally, I made an in-class appearance over Zoom for each of the remote class sections, to introduce the study and take questions from potential participants. For the participant recruitment email and reminder email, see Appendix F3: Participant recruitment email template and Appendix F4: Reminder email template, respectively. For the in-class recruitment script, see Appendix F5: In-class additional recruitment script template. For the information sheet describing the study and participant protections that was sent to participants, see Appendix F6: Information sheet for field test.

3.4.2 Field test logistics

The field test was administered through Qualtrics. Access to the instrument was made available on December 1st, 2020 and closed on December 17th, 2020. Participants accessed the instrument via a link and password sent in recruitment emails. For one

<table>
<thead>
<tr>
<th>Course</th>
<th>Section</th>
<th>Instructor</th>
<th>Class Format</th>
<th>Enrollment</th>
</tr>
</thead>
<tbody>
<tr>
<td>CATALST</td>
<td>1</td>
<td>C1</td>
<td>Remote</td>
<td>44</td>
</tr>
<tr>
<td>CATALST</td>
<td>2</td>
<td>C2</td>
<td>Remote</td>
<td>45</td>
</tr>
<tr>
<td>CATALST</td>
<td>3 and 4</td>
<td>C3</td>
<td>Online</td>
<td>87</td>
</tr>
<tr>
<td>Lock 5</td>
<td>1</td>
<td>L1</td>
<td>Remote</td>
<td>19</td>
</tr>
<tr>
<td>Lock 5</td>
<td>2</td>
<td>L2</td>
<td>Remote</td>
<td>45</td>
</tr>
<tr>
<td>Lock 5</td>
<td>3</td>
<td>L3</td>
<td>Online</td>
<td>40</td>
</tr>
<tr>
<td>Lock 5</td>
<td>4</td>
<td>L4</td>
<td>Online</td>
<td>30</td>
</tr>
</tbody>
</table>

Note. Enrollment was observed as of December 1st, 2020.
section (EPSY 5261 Section 1), the instructor made the instrument an in-class activity, though students were not required to submit their responses if they did not want to participate in the study. For the remaining sections, participants completed the instrument on their own outside of class.

Upon clicking the emailed link and entering the password, participants were presented with a Qualtrics page describing the logistics of the study and how the extra credit would be awarded. Participants then selected their course section from a list on the second Qualtrics page. After these first two pages, participants were then randomly assigned one of two instrument versions. The first instrument version presented the NHST section first and the second instrument version presented the estimation section first. This random assignment was determined by Qualtrics, and a Qualtrics option was set that balanced out the sample sizes of the two conditions. Upon completion of the instrument, participants were redirected to a separate Qualtrics survey for the extra credit. While this survey asked for the participant’s course section and email, these data were not linked with their instrument responses.

Several other Qualtrics options were set that impacted the participant experience with the instrument. Participants were allowed to click through pages without submitting responses. While this introduced the possibility that participants would submit blank responses just to easily earn extra credit, this was deemed the more ethical option, given the desire to avoid forcing participants to answer every item. Additionally, participants could not navigate back to previous pages. This was selected to prevent participants from changing their responses. To lower the stress on completion, participants could close the instrument once starting it and return to it later with their progress saved. However, if
open instrument attempts were left idle for more than one week, then the responses for that attempt were deleted. An option was also set to prevent the same participant from submitting more than one set of responses.

Data from each participant who submitted a response to the instrument included their course section, their responses to the instrument, and other data internally tracked by Qualtrics such as the time duration. No personally identifying information was collected on the instrument. The version of the instrument that Qualtrics randomly assigned to each participant was automatically tracked as an internal variable in Qualtrics only visible upon viewing the participant data. For the extra credit survey, participant emails and the course section were initially collected. A list of participant emails was then sent to each respective instructor, and the extra credit survey data was deleted.

### 3.4.3 Rubric development

A quantitative scoring rubric was developed over several phases. In the first phase, a set of criteria and an exemplary response were drafted for each item. The scoring objective was initially established that responses would be scored a 1, 0.5, or a 0. A 1 signified meeting all stated criteria. A 0.5 generally signified meeting all the criteria but also stating something incorrect, denoting a response with meaningfully correct and incorrect assertions. All other responses were to be scored as 0. Non-responses (i.e., responses left blank) would not be scored, as no response was provided to be scored.

Criteria for scoring a 1 or 0.5 were established based on the intent of the item and actual responses to the items from the Think-aloud interviews.

After the field test data were collected, the second phase consisted of putting the initial rubric through a validation procedure. First, 15 participants were randomly
selected from the field test data. Second, for each item, a colleague and I each independently scored up to 15 of the responses using the initial rubric. Third, the colleague and I compared our scoring decisions for each response, reconciled scoring discrepancies, and then updated the criteria in the rubric based on each reconciliation discussion. As a result of this process the 0.5 score was eliminated, to ease the difficulty in scoring the field test responses. Thus, a 1 signified meeting all criteria without making any meaningfully incorrect assertions. This meant that responses with both correct and incorrect assertions relevant to the content of the item would be a scored a 0. The target content for some items was also clarified, as detailed in the rubric. For the full rubric resulting from this process, see Appendix D1: Scoring rubric draft from validation.

The third and fourth phases consisted of updating the rubric while quantitatively scoring responses. (Details about the quantitative scoring process are covered in the next subsection.) In the third phase, I applied the rubric from the second phase to score all responses for the field test data. For numerous responses across all items, the rubric provided insufficient guidance for scoring. This was due to observing new types of responses that were not observed in the rubric validation procedure. This was also due to observing responses that were similar to what was observed in the validation procedure but were borderline in terms of meeting certain criteria. To eliminate this obfuscation and to sufficiently cover all types of responses, I updated the existing criteria and added new criteria to most items. In the fourth phase, I updated the criteria again while conducting the second qualitative review of the field test data. The rubric resulting from this review served as the final rubric that reflected the scores used for the quantitative analysis. For the full final rubric, see Appendix D2: Scoring rubric final draft.
3.5 Analysis of field test data

Data for analysis for this study consisted of participant responses to the eighteen items on the instrument and participant variables. Participant variables included their course, instructor, and which version of the instrument they completed (NHST section first or estimation section first). Data analysis consisted of two main areas: quantitatively scoring responses and qualitatively summarizing the themes of the responses marked as a 0. The general process for completing the data analysis consisted of cleaning the data, multiple rounds of quantitively scoring and qualitatively classifying responses, running the quantitative models, computing reliability measures, and summarizing the main qualitative themes. Notably, for the data analysis, the data were reviewed three times. In the first round, responses were quantitatively scored and the first attempt at qualitatively assigning themes to incorrect responses occurred. In the second round, a second attempt to qualitatively assign themes to incorrect responses occurred, while minor updates were applied to quantitative scores. In the third round, a final attempt at qualitative classification occurred. Each of these components of the analysis phase is next discussed.

3.5.1 Data cleaning

Cleaning the data for both the quantitative and qualitative analyses consisted of processing the raw field test data downloaded from Qualtrics to create an updated data file. First, unnecessary rows displaying instrument and Qualtrics metadata were deleted. Second, a participant ID variable was added. This was executed by randomly assigning a number from 1 to 193 without replacement to each row of the data, as each row corresponded to one participant.
Third, to ensure participants selected their correct course section on the instrument and extra credit, the sample sizes for each course section were compared between the instrument data and the extra credit data. This comparison revealed discrepancies, suggesting some participants either selected different course sections between the instrument and the extra credit survey or did not submit an extra credit survey response at all. For one participant, it was determined that they incorrectly selected their course section when completing the instrument. I manually changed this participant’s course section in the updated data file that would be used for analysis.

Fourth, unnecessary columns that were automatically generated by Qualtrics but that would not be used for the analysis were deleted. The resulting file was the base file used for all quantitative and qualitative analysis. New variables were later added as columns as needed throughout the analysis process, to assist in conducting each analysis. This included a quantitative score variable and a variety of qualitative variables.

No participants were deleted from the base analysis file, as each analysis was governed by separate participant inclusion criteria. Therefore, all participants were included from the raw data file and then selectively excluded as needed for the given analysis. Participant exclusions are discussed below where relevant. The resulting sample sizes given these varying exclusions are further presented throughout Chapter 4: Results.

3.5.2 Quantitatively scoring responses

Quantitative scoring occurred by applying the scoring rubric to responses to all items, while iteratively updating the scoring rubric. The main scoring occurred in the first round of data review, with minor updates to scores occurring in the second round. The
scores from the second round were then used for the quantitative models and reliability measures.

In the first round of review, I executed a simultaneous quantitative scoring and qualitative coding procedure. (Qualitative coding is detailed in the next subsection.) For each non-blank response, the scoring rubric was applied and a score of 1 or 0 was entered. For blank responses a missing-value entry was entered. There were many unclear responses or responses for which the rubric was insufficient to provide a determination of a score. After an appropriate score for a given unclear response was determined, the rubric was consequently updated to reflect the entered score. Throughout this scoring and rubric updating process, numerous previously-scored responses needed to be rescored, to account for the updated rubric. At the end of the first round of analysis, all responses were assigned a 1, 0, or a missing-value designation.

The second round of review focused on a second attempt at assigning qualitative themes. However, during the qualitative review I noticed some quantitative scores that did not match the final rubric. Therefore, these scores were updated to reflect the rubric. This completed quantitative scoring.

3.5.3 Qualitatively classifying responses

The qualitative classification occurred over all three rounds of reviewing the data. However, only the results from the third round were used to answer the qualitative research question, as discussed below. In summary, the first round consisted of assigning general content themes to incorrect responses, the second round consisted of identifying responses suggesting a real-world conflation of the hypothetical simulation, and the third
round consisted of identifying the typical themes from the clearest examples of real-
world conflation.

The first round of qualitative analysis was not used to inform the other rounds nor to answer the qualitative research question. This first round occurred while quantitatively scoring responses. The objective was to assign content themes to responses that were marked as a 0. The intent of this was to categorize the reasons for why responses were considered incorrect to uncover patterns in incorrect responses. Procedurally, this was executed by assigning one or more themes to incorrect responses immediately after they were scored as a 0. These themes were inductively created and frequently updated and refined throughout the first round of analysis. Following completion of this first round, I determined that the inductive approach was insufficient to accurately categorize the variety of incorrect responses, and that the resulting themes were not helpful in answering the qualitative research question. Instead, the first round of review helped inform a more targeted classification procedure for the second round of review.

In the second round, the objective was to rereview the incorrect responses and assign themes based on whether the response used language suggesting a real-world conflation with some aspect of the hypothetical simulation. Given the immense variety of incorrect responses and lack of clarity of language in many responses, a broad classification process was applied. This process consisted of making two classification decisions for each incorrect response. The first decision was whether the response used any language suggesting a real-world conflation. This was my subjective judgment based on the exact words used by the participant, the apparent intent of the response, and the nature of the given item.
To help make the initial determination about conflation language, the second decision involved assigning one of the three facets of simulation (Process, Product, or Panacea) to each part of a given response that suggested a real-world conflation. Thus, to make the initial determination about whether any conflation was present, some part of the response needed to answer the question, “Does this language potentially refer to a real-world process, a real-world product, or a power to affect the real world?” Once a response was determined to potentially involve a conflation, the one facet that seemed most relevant to the given language was assigned. Given the unclear and complicated nature of responses, assigning only one facet to a phrase was difficult. Myriad responses appeared to refer to multiple facets. For simplicity, only the facet that seemed most relevant to the response was assigned, though numerous responses potentially invoked two or all three facets. In the cases where multiple instances of potential conflation appeared in the same response, the phrases or words for each instance were separated and then assigned their own facet. Thus, some responses had several instances of conflation assigned to them.

Once all incorrect responses were rereviewed, the phrases from each response marked as suggesting conflation were initially aggregated by facet, within each item. Once grouped by facet, I attempted to further aggregate phrases suggesting conflation based on the similarity of their content. However, the high variety and often unclear nature of the language used in responses limited the ability to effectively aggregate language. Additionally, the difficulty in assigning just one of the three facets to each instance of possible conflation limited the validity of aggregating by facet. Moreover, both clear and unclear examples of conflation were considered equally in classification,
which lowered the defensibility in arguing for the clear presence of conflation in participant responses. Consequently, a third and final round of qualitative classification was proposed, informed by the subjectivity and difficulty encountered in the second round. For analysis comments and notes made during the second round, see Appendix G: Comments for Second Round of Classification.

In the third round, the objective was to identify the clearest examples of real-world conflation for each item and then identify the most typical, overarching themes for each item. Given the complexity of responses and exploratory nature of the study, the goal was to identify only a few broad themes illustrated with examples, instead of identifying all possible themes and tabulating frequencies. To accomplish this, I rereviewed the responses that were both marked as a 0 and also contained language suggesting the presence of a conflation. Two decisions were made for each such response. The first decision was whether the response offered a clear example of a conflation or an unclear example. The second decision was to assign one high-level theme to that response.

Determining clarity was a fairly subjective exercise, given the complexity of responses and the novelty of the content of this study. Generally, a response was marked as clear when the phrasing used words explicitly referring to a real-world product, process, or effect that also seemed unlikely to have multiple interpretations or meanings. In contrast, responses marked as unclear used real-world language but did so in an unclear, incomplete, or inexact manner, leaving room for multiple interpretations or meanings.
All responses with language suggesting conflation were assigned to a high-level theme. Themes were created inductively and iteratively while determining response clarity. Generally, themes were established by answering the question, “What does this response argue for, overall?” or “What is the main topic of this response as it pertains to a real-world conflation?” To simplify results and reporting, as few themes as possible were established for each item. Once themes were established within a given item, attempts were made to reuse that theme for the items that followed to reduce the number of themes to consider. For tracking purposes, the participant ID for a given response was listed under the theme to which it was assigned. The list of themes for each item and the participant IDs listed for each theme comprised the information used to answer the qualitative research question, discussed below, and are presented in Appendix H: Notes for Third Round of Classification.

### 3.5.4 Analysis for Research Question 1

Quantitatively analyses were executed to produce results to answer Research Question 1. This included producing basic descriptive and inferential statistics, running several regression models, and computing reliability measures. The data analysis was executed in the R statistical computing platform (R Core Team, 2020), with parts of the analysis and plotting executed with the AICmodavg (Mazerolle, 2019), sm (Bowman & Azzalini, 2018), ggplot2 (Wickham, 2016) or psych (Revelle, 2019) packages.

Inclusion criteria were established for the participants to be included in the quantitative scoring analysis. To be included in the scoring analysis, a participant needed to provide a text entry for each of the eighteen items, even if the text entry was nonsensical. Thus, submitting a blank response to any item excluded the participant from
the scoring analysis. Details on the resulting sample size for this analysis are presented in Section 4.2.

The outcome variables considered for the scoring analysis included scores on individual items, the total instrument score per participant, instrument section scores per participant, and the difference in instrument section scores (difference score) per participant. The instrument total score was computed by summing the two instrument section scores. Each instrument section score was computed by summing the individual item scores within the respective section. The difference score was computed by subtracting a participant’s estimation section score from their NHST section score. The other variables considered as predictors or conditioning variables were course type (CATALST or Lock 5), instructor, and instrument order (NHST first or estimation first).

Basic descriptive and inferential statistics were first produced. This included computing the complete sample size used for the scoring analysis and the sample sizes of non-blank responses for each item and instrument section. Sample sizes contributing to the complete sample size for the scoring analysis were also computed when conditioning by course type, instructor, or instrument order received. (See Section 4.2 for a presentation of these sample sizes.) Histograms of the total score, two instrument section scores, and the difference score were produced.

As a measure of item difficulty and performance on the instrument, the percentage of the complete sample responding correctly to each item was computed. The percentage correct for each item was also computed when conditioning by course type, instructor, and instrument order received. The percentage correct was then compared between parallel items across the two instrument sections. For each of the nine pairs of
parallel items, this included computing the difference in the percentages correct, the standard deviation for the difference, and the confidence interval for the difference. Additionally, the Pearson correlation was computed for the percentages correct between parallel items.

Prior to regression modeling, basic descriptive and inferential statistics were computed for the instrument total score, the instrument section scores, and the difference score. For the total score, instrument section scores, and the difference score, the means, and standard deviations were computed with the complete sample and when conditioning by course type, instructor, and instrument order received. For the total score and difference score, the 95% confidence intervals were computed for the complete sample and when conditioning by course type, instructor, and instrument order. Additionally, the Pearson correlation between a participant’s NHST section score and estimation section score was computed for the complete sample.

Next, the variables of total score and the difference score were separately modeled using ordinary least-squares (OLS) regression. These outcome variables were modeled to evaluate the extent to which they meaningfully varied by course type, instructor, or instrument order received. To compare models predicting the same outcome variable, the criteria used were the corrected Akaike Information Criterion (AICc), the “model weight” based on the AICc, and the model $R^2$.

As summarized, in Burnham et al. (2011), the uncorrected $AIC$ essentially computes the amount of information loss relative to a true, unknown model. Thus, the smaller the $AIC$ value for a model, the smaller the information loss relative to other
models, for a given set of candidate models predicting the same outcome. As discussed in Snipes and Taylor (2014), Akaike (1973) computed the AIC as follows,

\[ AIC = 2K - 2 \log (L) \]

where \( K \) is the number of parameters being estimated and \( \log (L) \) is the log-likelihood for the model. (In OLS regression, the parameters to be estimated include the intercept, the slope coefficients, and the error term.) To adjust for a small sample size, Hurvich and Tsai (1989) proposed the corrected AIC:

\[ AICc = AIC + \frac{2K(K + 1)}{n - K - 1} \]

where \( n \) is the sample size for the model. While the model with the lowest \( AICc \) value may be considered the best model (Snipes & Taylor, 2014), multiple models may provide similar levels of evidence for being the best model among a set of candidate models (Burnham et al., 2011). One way to quantify the degree of model evidence is to compute the information distance, the relative model likelihood, and finally the model weight. Formulae adapted from Burnham et al. (2011) and Snipes and Taylor (2014) are next shown. The information distance, or delta, between each candidate model and the model with the lowest \( AICc \) is

\[ \Delta_i = AICc_i - AICc_{\text{min}} \]

where \( AICc_i \) is the \( AICc \) value for the \( i^{th} \) model and \( AICc_{\text{min}} \) is the lowest \( AICc \) across candidate models. Next, delta can be converted to a likelihood value, as shown:

\[ \text{Relative likelihood}_i = e^{-\frac{1}{2} \Delta_i} \]

Finally, the relative likelihood can be used to compute the model weight for a given model, as follows:
\[
Model Weight_i = \frac{e^{-\frac{1}{2}\Delta_i}}{\sum_{m=1}^{M} e^{-\frac{1}{2}\Delta_m}}
\]

where the denominator is the sum of the relative likelihoods across all candidate models, and the numerator is the relative likelihood for the \(i^{th}\) model. The model weights across a set of candidate models sum to 1. Thus, the higher the model weight, the higher the amount of the available evidence that is assigned to the given model, given the candidate set of models.

Prior to evaluating models with the complete sample, models predicting the total score or difference score were run just for the CATALST or Lock 5 samples, separately. This occurred because the instructor variable was completely nested inside of the course type variable. Hence, both course type and instructor variables could not serve as predictors in the same model when using the complete sample. First, the following models predicting total score were estimated and compared within the CATALST sample and then estimated and compared within the Lock 5 sample, as shown:

\[
Tot \ Score_i = \beta_0 + \varepsilon_i
\]

\[
Tot \ Score_i = \beta_0 + \sum_{j}^{J-1} \beta_j \text{Instructor}_i + \varepsilon_i
\]

where \(Tot \ Score_i\) is the total score for the \(i^{th}\) participant and \(Instructor\) is one of each of the \(J\) instructors for the \(i^{th}\) participant (with one instructor as the reference group, hence \(J-1\) in the summation). Second, the following models predicting the difference score were estimated and compared, as shown:

\[
Diff \ Score_i = \beta_0 + \varepsilon_i
\]
\[ \text{Diff Score}_i = \beta_0 + \sum_{j}^{J-1} \beta_j \text{Instructor}_i + \varepsilon_i \]

where \( \text{Diff Score}_i \) is the difference score for the \( i^{th} \) participant.

Based on the results of model comparisons when separating the sample by course type, I determined that the instructor variable was not a meaningful predictor. The instructor variable was therefore excluded from models using the complete sample. (For a discussion of this decision, see Chapter 4: Results.)

Next, a set of candidate models predicting the total score were estimated and compared, as shown:

\[
\begin{align*}
\text{Tot Score}_i &= \beta_0 + \varepsilon_i \\
\text{Tot Score}_i &= \beta_0 + \beta_1 \text{Course Type}_i + \varepsilon_i \\
\text{Tot Score}_i &= \beta_0 + \beta_1 \text{Order}_i + \varepsilon_i \\
\text{Tot Score}_i &= \beta_0 + \beta_1 \text{Course Type}_i + \beta_2 \text{Order}_i + \varepsilon_i
\end{align*}
\]

where \( \text{Course Type}_i \) is the curriculum for the \( i^{th} \) participant (with CATALST as the reference group) and \( \text{Order}_i \) is the instrument order received for the \( i^{th} \) participant (with estimation-first as the reference group). The same set candidate set of models were estimated and compared for predicting the difference score, as shown:

\[
\begin{align*}
\text{Diff Score}_i &= \beta_0 + \varepsilon_i \\
\text{Diff Score}_i &= \beta_0 + \beta_1 \text{Course Type}_i + \varepsilon_i \\
\text{Diff Score}_i &= \beta_0 + \beta_1 \text{Order}_i + \varepsilon_i \\
\text{Diff Score}_i &= \beta_0 + \beta_1 \text{Course Type}_i + \beta_2 \text{Order}_i + \varepsilon_i
\end{align*}
\]

Lastly, reliability measures were computed for completeness. Two versions of McDonald’s omega were computed for the set of items within each instrument section.
and for the entire instrument. This included omega-hierarchical ($\omega_h$), which measures the degree of general factor saturation in a set of items, and omega-total ($\omega_t$), which measures the total common variance shared among a set of items (Revelle & Condon, 2019). McDonald’s omega was chosen as it requires fewer assumptions about item functioning compared to Cronbach’s alpha when evaluating internal consistency (Dunn et al., 2014), and omega considers the factor structure inherent in a set of items for the computation and interpretation of the resulting measure (Revelle & Condon, 2019). For this study, the omega values were found with maximum likelihood estimation using a two-step factor analysis, with three factors extracted in the first step and one factor extracted in the second step. For the computation procedure and formulae, see Revelle (2019) or Revelle and Condon (2019). The item discrimination was additionally computed for each item. This was done by computing the point-biserial correlation between the scores on a given item and the total instrument score. Thus, a higher item discrimination indicates a stronger association between performance on the item and performance on the overall instrument.

3.5.5 Analysis for Research Question 2

To address Research Question 2, the responses using language suggesting a real-world conflation were evaluated and summarized. This included computing four different types of prevalence on a per-item basis, based on the determination of whether the response contained a clear or unclear example of a real-world conflation. These four computations were (1) the percentage of incorrect responses that were either clear or unclear examples of conflation, (2) the percentage of incorrect responses that were clear examples, (3) the percentage of all responses that were either clear or unclear examples,
and (4) the percentage of all responses that were clear examples. Furthermore, these percentages were subtracted between each of the nine pairs of parallel items. This was done to evaluate the difference in prevalence of conflation language between the NHST and estimation sections.

Next, the primary themes from each item from the third round of classification were summarized. This was done on a per-item basis by identifying the themes within each item that had relatively longer lists of participants who had provided clear examples of conflation. For some items, there were one or two themes that covered most of the clear examples of conflation, and thus, only these themes were reported. For items with much less consistency in participant themes, more themes were presented. To illustrate the complex nature of all themes, both clear and unclear examples of conflation were provided for each theme through selected participant quotes. This analysis was an arguably subjective exercise. Thus, the emphasis was placed only on identifying the most apparent themes with clear examples, instead of reporting the extent of all possible themes or numerical summaries.
Chapter 4: Results

This chapter summarizes results from the pilot interviews and field test relevant to the two research questions. Think-aloud interview results include an overview of the interviewer observations, interviewee feedback, and changes to the instrument. Field test results include sample sizes, quantitative scoring outcomes, reliability measures, and a summary of the most common themes from a qualitative review of the item responses.

4.1 Think-aloud interviews

Results from Think-aloud interviews were generated by the data from the twelve interviews. Data included video and audio of participant feedback while taking the instrument, instrument responses, and interviewer observations. The initial draft of the instrument that was administered to the first interviewee is presented in Appendix B1: SUSIE. Including the first interview, a total of ten versions of the instrument were administered over the course of the twelve interviews. For a description of differences among versions, see Chapter 3: Methods. The final instrument used in the field test was created following iteratively updating the initial and subsequent versions of the initial draft of the instrument. The final version is presented in Appendix B2: Final version of SUSIE for field test.

A summary of interviewer notes, observations, and instrument changes is discussed in the subsections that follow. Notes and observations were documented by the interviewer during the interview. For complete interviewer notes, see Appendix C1: Complete interviewer notes. For detailed notes on all instrument updates during the interview phase, see Appendix C2: Instrument changes throughout interviews. For the
exact item wording for each generation of the instrument with my comments
summarizing the history of each item, see Appendix C3: Item history.

4.1.1 Instrument first generation feedback and changes

Two versions of the first generation were used in the first three interviews. Interviewees 01 and 02 used version B1, and Interviewee 03 used version C1. Several changes were made to the first generation following these three interviews.

Interviewee 01 only made it through the NHST section. Their responses indicated that the items were generally eliciting the intended content. However, they did not understand the logic of some of the prompts proposed by the characters in the instrument. The item about sample size elicited unrelated issues that appeared to distract from the intended content. For the items they completed, they provided thorough and accurate responses.

Interviewee 02 provided responses to all items. They generally provided inaccurate responses that did not match the intended content. They indicated they would not have been able to answer all the items without having taken a statistics class. In both the NHST and estimation sections they had difficulty differentiating between the item about the assumption behind the simulation and the item about how this assumption helps answer the research question. Additionally, in both sections, they took the context of some items into account for their responses to other items. This was not intended by the instrument blueprint. For example, they assumed the confounding variable discussed in one NHST item applied to all later NHST items.

Interviewee 03 completed all items. They missed the intended content on several items. Their responses informed multiple proposed changes. One issue was not
remembering the research question in the estimation section, as the research question was only displayed once on a separate page. Another issue was linking items that were not intended to be linked. In responding to the item about replication in the estimation section, they took the data problems from prior items in the estimation section into account. A third issue was giving authority to the teacher character in the estimation item about sample size, specifically because the character was a teacher. Giving authority to any character or their statements based on their title was not intended.

Changes to the first generation of SUSIE included Qualtrics reformatting, reordering some items, and rewording some items. Multiple interviewees dismissed the value of a replication study in the item about replication, due to assuming the original data were flawed as a result of the situations discussed in the items proposing hypothetical problems with the data. To reduce these cross-item linkages, the item about replication was moved from the tenth position to the seventh position in both the NHST and estimation sections. For each section, this moved the items about a confounding variable, sample size, and faulty device to the eighth, ninth, and tenth positions, respectively. To further reduce cross-item linkages and to reduce the number of words on each Qualtrics page, each of these three items was given their own individual Qualtrics page and the item wording was simplified. For the same three items, the “Supervisor” and “Teacher” characters were given unintended authority by Interviewee 03. These characters were thus removed to reduce the role of authority in considering their statements. Regarding the two items about sample size, all interviewees seemed unnecessarily fixated on the idea of a “small” sample size. This seemed to distract interviewees from the target content. The two sample size items were rewritten to ask
about trial size versus sample size more explicitly. Interviewee 03 could not remember
the research question when responding to items later in the instrument. To help
participants refer to the research question, the relevant research question was added to the
top of each Qualtrics page. Lastly, the wording of the estimation item about replication
was adjusted to be more parallel with the NHST item about replication.

4.1.2 Instrument second generation feedback and changes

A total of three different versions of the second generation were used across four
interviews. Interviewees 04 and 07 took version B2, Interviewee 05 took version D2, and
Interviewee 06 took version C2. Major instrument changes were applied following these
four interviews.

Interviewee 04 completed eleven of twenty items on their instrument version.
Their responses suggested that the items elicited the intended content. However, they
broke the intended boundaries of two items. For the NHST item about trial size, they
proposed selecting all four sets of results instead of selecting one set of results. For the
NHST item about a faulty device, they proposed an accurate solution to overcoming the
device error instead of critiquing the confounded data. Additionally, similar to other
interviewees, they struggled to differentiate between the first two NHST items.

Interviewee 05 responded to fourteen of the twenty items on their version of the
instrument. On many items, they discussed issues irrelevant to the items. They also
struggled on several items. As with other participants the first two items in both sections
were difficult for them. For the estimation item comparing the mean of the sample vs.
simulated distribution, they questioned whether the magnitude of the difference was
meaningful. Other responses prompted instrument changes.
Interviewee 06 only completed the estimation section. Their responses were typically addressed on the desired content of each item. They commented on a variety of aspects of the instrument. Their comments included assuming that the graph may have been needed to be memorized, adding units to the numerical values discussed in the estimation section, requesting that the research question relevant to the given section be presented like a reminder, and suggesting to increase the discrepancy between the sample and simulated distribution means. As with some other participants, for the item about a faulty device, Interviewee 06 discussed quantifying the measurement error in the data instead of critiquing the data.

Interviewee 07 responded to all twenty items on their version of the instrument. They expressed several concerns and difficulties. Some of their thinking throughout the NHST section seemed influenced by not trusting in the validity of the original simulation. Moreover, they used information from the NHST item about interpreting the p-value to consider changing their response to an earlier item about computing the p-value. This was not intended behavior for this instrument. Similar unintended item-linking occurred in the estimation section. For the NHST item about replication, they considered the sex of the study participants. For the wording of the estimation situation, they were concerned that the research question used the wording of “flight delays”, when not all of the sample data contained delayed flights. For the estimation item about comparing the sample mean and simulated distribution mean, they commented that the prompt contained two different assertions loaded into the same prompt. This item was intended to only have one assertion to address. They also were concerned about the sample size difference between the NHST and estimation sections.
Changes to the second generation emphasized numerous item changes and some Qualtrics formatting changes. Across the first seven interviews, several participants struggled differentiating between the first and second items within each section. Thus, the first two items were replaced with a single item within each section that asked about the purpose of the given simulation.

For the estimation item comparing the sample mean to the simulated distribution mean, multiple interviewees thought the difference in means (6.35 vs. 6.39, respectively) was impractically small. Thus, a larger discrepancy was created, and the mean of the simulated distribution was changed to 6.10 minutes. To accomplish this, different bootstrap simulations were run until this larger discrepancy with the sample mean was obtained. Relevant plots and instrument text were updated to reflect this new bootstrap distribution mean. Additionally, one interviewee was concerned that the prompt asked about two issues in the same item: trusting the sample data and trusting the sample mean. Hence, the prompt was rewritten to only evaluate the sample mean.

Two interviewees disregarded the interval in the estimation item about reporting the interval vs. point-estimate to answer the research question for an unexpected reason. The interviewees argued that simply reporting the interval did not answer the research question. Hence, text was added to present both the interval and point-estimate as possible answers to the research question.

The text for the two items about replicating the study was adjusted to mitigate the concern about a low sample size. Focusing on a small sample size was not the intent of those two items. The phrase “with the same sample size” was added to clarify that the
sample size would not change for the replication study. Wording was also adjusted to ensure parallel phrasing.

Interviewee 07 discussed the sex of the study participants when answering the NHST item about replication, given concerns about generalizability of the blood pressure study results. To avoid distracting or influencing interviewees with specific demographic variables in the NHST blood pressure study, all demographic descriptors were removed. To further eliminate any concern about generalizability, participants for the blood pressure study were stated to have been randomly sampled from a generic population of interest. To ensure that both the NHST and estimation research questions referred to population, the phrase, “in the population”, was added to the former.

Other minor text and design changes were implemented in Qualtrics to separate items and provide clearer instructions to participants. To prevent the item-linking that occurred with Interviewee 07, the NHST items about computing and interpreting the p-value were placed on separate Qualtrics pages. For the plots of sample data in both sections, some interviewees were not sure if that information needed to be memorized. A note was added stating that the graph did not need to be memorized, to avoid interviewees spending undue time and effort on memorization. The unit of “minutes” was added to the value of 6.35 throughout the estimation section, as Interviewee 06 wanted units added to the values. Interviewee 06 was also concerned that the research question being presented at the top of each page looked like a new question. Thus, the wording of the research question box on each page was adjusted to present it as a reminder of the original question. Lastly, “interval” was changed to “confidence or compatibility
interval” in the estimation section text presenting the interval formula, as some
interviewees were not sure what a generic “interval” meant.

4.1.3 Instrument third generation feedback and changes

One version of the third generation was used in one interview. Interviewee 08
took version A3 and responded to all eighteen of their items. Their responses were only
somewhat reflective of the intended content of the instrument. They questioned the
accuracy of the randomization simulation in the NHST section. Generally, they seemed to
lack familiarity with the randomization test, which may have interfered with responding
to many items. For example, they referred to the randomization simulation as
bootstrapping. On the NHST item about a faulty device, they went outside the intended
bounds of the item by discussing the ethics of the researcher characters. Regarding the
estimation item about answering the research question with an interval or point-estimate,
they flagged the word “certain” in the argument for the point-estimate. This caused the
interviewee to correctly choose the interval. While the point-estimate is the wrong
response for this item, the word “certain” was not intended to influence participants.
They additionally commented on the superfluous nature of some information provided on
the instrument.

I discovered two minor unintended wording problems during the eighth interview.
Since one item was removed for the third generation, the instrument and section
introductions should have referred to nine questions instead of ten. This wording was
changed to state that there were nine questions in each section. Additionally, Interviewee
08 did not explain their responses to the two items about trial vs. sample size. These
items were unintentionally missing the follow-up prompt, “Why or why not?”, which had
been in the first generation of these items. This prompt was readded. No additional changes were made, despite the feedback from Interviewee 08. I sought to pilot the third generation further before updating the instrument more.

4.1.4 Instrument fourth generation feedback and changes

One version of the fourth generation was used in one interview. Interviewee 09 took version D4 and completed ten of their eighteen items. They commented on several important aspects of the instrument. For example, they wanted to draft answers and then revisit them after seeing the other items. Similarly, they desired to consult a textbook. As with Interviewee 08, they flagged the word “certain” in the estimation item comparing an interval to a point-estimate. For the estimation item about replication, they did not endorse either statement presented to them. They argued that 500 trials were not enough trials in either proposal for a replication study. As with other interviewees, they questioned the accuracy of the NHST randomization simulation.

Changes to create the fifth generation primarily dealt with item wording in the estimation section. For the item about choosing between the interval vs. point-estimate for answering the research question, the word “certain” in the point-estimate appeared to be too strong a conclusion for multiple interviewees. To ensure the interval and point-estimate were presented with similar wording and strengths of veracity, the word “certain” was removed from the incorrect assertion about the point-estimate.

For the item comparing the difference in the sample mean vs. the bootstrap distribution mean, two new versions of the wording were created. The prior version compared the means with the idea of trusting one mean versus the other. Based on interviewee responses, proposing that the original sample mean could not be trusted did
not seem to elicit effective responses. For example, two interviewees stated that the sample mean could be trusted, but they each critiqued the sample mean in a way suggesting that they misunderstood the discrepancy between the sample and simulated means. Moreover, it was unclear if concepts other than trust would produce richer interviewee responses. For one new version, the idea of trust was replaced with the idea of accuracy. For the second new version, the item prompt proposed that the characters did something wrong since the sample and bootstrap distribution means were different.

For the two items about a replication study, one interviewee disagreed with both proposed approaches, which included the correct replication strategy. To account for disagreeing with both strategies, the prompts were adjusted to ask for the participant’s preference of replication method. Additionally, the competing statements were rewritten for both items to use more parallel phrasing. The prior phrasing of the competing replication strategies used differing language between the statements, which may have distracted interviewees from the intent of the items.

Wording for both items equating trial and sample size was edited. Interviewee 09 fixated on the idea that bootstrapping was specifically intended to be implemented when there is a low sample size. Thus, the potential misconception of equating trial size with sample size was lost on this participant. To address this, the new wording for both items directly asked if running more trials created a larger sample size.

Lastly, when Interviewee 09 was presented with the computed interval in the item about reporting the interval vs. point-estimate, they went back to the previous item to verify that the computed interval was correct. To avoid interviewees wasting time on
unnecessary computations, a page break was added between the second and third estimation items in Qualtrics.

4.1.5 Instrument fifth generation feedback and changes

One version of the fifth generation was used in one interview. Interviewee 10 took version E5 and only completed the estimation section. This participant voiced unique concerns. This included anxiety about completing the instrument and coming up with sufficient responses. The interviewee looked up information at several instances during the interview. Generally, their responses discussed the intended content, including their incorrect responses.

Changes to the fifth generation involved significant item rewording. For the estimation item about answering the research question with an interval or point-estimate, Interviewee 10 was confused by the possibility of using the sample mean vs. simulated mean in computing the interval that was presented. This confusion unnecessarily distracted the interviewee from the intent of the item. To avoid future participant confusion, the prompt for the item was reduced to one statement about the point-estimate. Instead of participants choosing between the interval and point-estimate, the one statement incorrectly suggested to use the bootstrap distribution mean to answer the research question. This changed the focus of the item to evaluating whether using only the point-estimate was valid.

A new version of the two items about running more trials was created. Prior interviewee responses were mixed in quality and difficult to judge the accuracy of. The intended explanations to be elicited by the two items were not consistently appearing. Additionally, one interviewee broke the bounds of the items by choosing all four sets of
results, as a form of sensitivity analysis, as opposed to choosing one set of results. To reduce fixation on choosing a set of results, the two items were rewritten to ask about what was potentially gained by running more trials beyond the initial 100 trials. The intent of this rewrite was to directly elicit ideas about what benefits, if any, running additional trials offered.

For the two items about study replication, wording was adjusted in multiple places. One issue was having to indicate preference between competing replication strategies. Given the potential for disagreeing with both replication strategies, the prompt was adjusted to ask about agreement with only the incorrect statement, in contrast to choosing between the correct and incorrect statements. The order in which the correct and incorrect strategies appeared was made the same for both items. While the order of correct vs. incorrect competing statements was flipped between the NHST and estimation sections in other items, the content of the competing statements in the replication items was logical in only one order. Lastly, the prior version of the competing strategies both started with, “We should…”. I was concerned that emphasizing what should be done for a replication study might continue to cause problems for interviewees who disagreed with both presented strategies. The intent of the item was to evaluate whether interviewees considered rerunning the simulation as a form of a replication study. Thus, the incorrect statement began with, “We can…” instead of “We should…”. This changed the evaluation of the incorrect statement to be focused on whether rerunning the simulation was valid in any capacity, and not whether it should be the preferred strategy.
Finally, the research question reminder was added to the Qualtrics page with the estimation item about using the interval vs. point-estimate, as the reminder was mistakenly missing.

### 4.1.6 Instrument sixth generation feedback and changes

One version of the sixth generation was used in one interview. Interviewee 11 took version F6 and responded to all eighteen items. Overall, they responded correctly to most of the items. They provided several reactions and responses worth noting. When reviewing the bootstrap distribution of delay time means, they questioned whether the early departures were actually included in the data used to produce the simulated distribution. For their instrument version, a new phrasing of the NHST and estimation items about running more trials was used. This version of these items focused what on what was potentially gained by running more trials. This seemed to elicit a richer response than earlier phrasings of these items used in earlier interviews. As with other interviewees in the NHST section, they questioned what was done in the randomization simulation. Moreover, they desired to read the introductory text and simulation description again, after confronting the NHST item about increased trials later in the instrument.

Only a few wording changes were implemented to create the seventh generation. For the NHST item about computing the p-value, Interviewee 11 struggled with why only trials larger than a given value were being counted. This potentially was due to one-tail vs. two-tail confusion for the research question. Originally, the NHST research question was framed as a two-tailed question. To align the p-value computation in the item with
the research question, the NHST research question was rewritten to suggest a one-sided hypothesis test.

For the estimation item comparing the sample mean to the bootstrap distribution mean, Interviewee 11 suggested that the sample mean and the simulated mean could be quite different from the population mean, as the population mean is unknown. They also said the accuracy depended on the randomization. To discourage absolutist thinking on comparing these means, the word “accurate” was changed to “more likely to be accurate”.

Finally, for the estimation item about replication, Interviewee 11 incorrectly endorsed both strategies but preferred the correct strategy. To avoid endorsing both strategies, particularly for unclear reasons, the prompt was reworded to ask whether the incorrect statement was a valid way to do a replication study. The emphasis on validity was a more direct way to evaluate the incorrect strategy. The parallel change in wording was applied to the NHST item about replication.

4.1.7 Instrument seventh generation feedback and changes

One version of the seventh generation was used in one interview. Interviewee 12 took version G7 and verbally provided responses to all eighteen items but forgot to type responses to several items. They provided a mixture of correct and incorrect responses, occasionally not knowing how to explain their responses. They stated that they felt like they forgot much knowledge from their statistics classes. They additionally questioned whether a “Back” button was needed for the instrument. Having the research question for a given section at the top of each page helped alleviate this “Back” button concern. For the data presented in the NHST section, they spent extra effort in verifying what positive
and negative sample values meant. Regarding the NHST item about a flawed device, they explained a way to account for the measurement error, similar to other interviewees. For the two items about falsely linking trial size to sample size, they provided correct responses but could not explain their reasoning.

Only one item was adjusted from the seventh generation to create the final draft used in the field test. The estimation item comparing the sample mean and bootstrap distribution mean was reworded. Unfortunately, Interviewee 12 was unsure how to interpret the item and provided no clear response. Based on unsatisfactory responses to the versions of this item that compared the sample and simulated means with the idea of accuracy, I chose to use the idea of trust for comparing the means. However, prompting interviewees with, “we should not trust the sample average”, elicited some undesirable responses in earlier interviews. Hence, the prompt was reworded to avoid strict evaluation of the sample mean and instead address whether the simulated mean was more trustworthy than the sample mean. Therefore, regardless of the degree of overall trust or accuracy a participant assumed about the sample mean or simulated mean, the item prompted them to directly compare their relative level of trust between the two means.

4.2 Field test

This section presents results from the analysis of the field test data. These analyses include the sample sizes used for each analysis, the outcomes from scoring responses based on the rubric, and the outcomes from classifying responses based on the presence of language suggesting a real-world conflation.

The initial data for analysis consisted of participant responses, instrument variables, and course variables for $N = 193$ participants. Table 12 shows the sample sizes
by item and the complete sample sizes for the two sections and overall instrument. At the item level, participants were included in the sample size if they provided any response, even if nonsensical. Of the original set of $N = 193$ participants, $n = 180$ participants or 93% of the original sample provided complete responses to the entire instrument. (For a participant to be considered a complete response for either section or the overall instrument, a text entry was needed for every item within the given section or both sections, respectively.) Item sample sizes varied from 189 to 193 participants. Two items (e02 and e04) included responses from the entire original sample.

Table 12 Complete sample size by item and instrument section out of a possible $N = 193$ participants

<table>
<thead>
<tr>
<th>Grouping</th>
<th>Sample Size</th>
<th>Percentage of Initial Sample (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n01</td>
<td>190</td>
<td>98</td>
</tr>
<tr>
<td>n02</td>
<td>191</td>
<td>99</td>
</tr>
<tr>
<td>n03</td>
<td>192</td>
<td>99</td>
</tr>
<tr>
<td>n04</td>
<td>191</td>
<td>99</td>
</tr>
<tr>
<td>n05</td>
<td>191</td>
<td>99</td>
</tr>
<tr>
<td>n06</td>
<td>191</td>
<td>99</td>
</tr>
<tr>
<td>n07</td>
<td>190</td>
<td>98</td>
</tr>
<tr>
<td>n08</td>
<td>189</td>
<td>98</td>
</tr>
<tr>
<td>n09</td>
<td>190</td>
<td>98</td>
</tr>
<tr>
<td>e01</td>
<td>191</td>
<td>99</td>
</tr>
<tr>
<td>e02</td>
<td>193</td>
<td>100</td>
</tr>
<tr>
<td>e03</td>
<td>192</td>
<td>99</td>
</tr>
<tr>
<td>e04</td>
<td>193</td>
<td>100</td>
</tr>
<tr>
<td>e05</td>
<td>192</td>
<td>99</td>
</tr>
<tr>
<td>e06</td>
<td>190</td>
<td>98</td>
</tr>
<tr>
<td>e07</td>
<td>190</td>
<td>98</td>
</tr>
<tr>
<td>e08</td>
<td>192</td>
<td>99</td>
</tr>
<tr>
<td>e09</td>
<td>191</td>
<td>99</td>
</tr>
<tr>
<td>Completed Section</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NHST</td>
<td>184</td>
<td>95</td>
</tr>
<tr>
<td>Estimation</td>
<td>185</td>
<td>96</td>
</tr>
<tr>
<td>Completed Instrument</td>
<td>180</td>
<td>93</td>
</tr>
</tbody>
</table>
The scoring analysis and classification analysis used different sample sizes. The scoring analysis included the \( n = 180 \) participants who provided complete responses to the instrument. The complete sample size is discussed more in Section 4.2.1 below. The classification analysis was performed at the item level. Accordingly, the sample sizes for the classification analysis varied by item and correspond to the item-level sample sizes in Table 12.

4.2.1 Results from the scoring analysis

Results from the scoring analysis for the complete sample of \( n = 180 \) include descriptive statistics, inferential statistics, model testing, and three measures of reliability. Analysis outcomes focus on the total instrument score, instrument section scores, difference in instrument section scores (difference score), and item scores. The difference score was computed by subtracting a participant’s estimation section score from their NHST section score.

The distribution of total scores, section scores, and difference scores are shown in Figure 2, Figure 3, and Figure 4, respectively. The maximum possible score on each section is nine, for a maximum instrument score of eighteen.

In Figure 2, the distribution of total scores is centered around nine points. Visually, the distribution is somewhat right skewed. Most scores are in the interval of five to fifteen points.
In Figure 3, the distributions of the two section scores are highly similar to each other. Both are centered around 4.5 points and are fairly symmetric. For each section, most scores are in the interval of three to seven points. Visually, there is little evidence for a performance difference between the two sections for the complete sample.
In Figure 4, the distribution of the difference between the scores on the two instrument sections is centered around zero and symmetric. Most difference scores are in the interval of negative two to positive two points. The maximum magnitude of the difference score is five. Of the complete sample \((n = 180)\), 18% scored the same on both sections, 41% scored better on the NHST section, and 41% scored better on the estimation section.
The performance of the complete sample \((n = 180)\) on each item is summarized in Table 13, Table 14, and Table 15 below. Performance was measured as the percentage of the sample that responded correctly to a given item. The percentage correct is presented and discussed for the complete sample overall and when conditioned by instrument order, course type, and instructor. Additionally, the performance difference between items that are parallel to each other between sections is presented and discussed.

Table 13 presents the percentage of the complete sample that correctly responded to each item, which is also conditioned by the order of the instrument sections. Item performance widely varied by item for the overall sample and when conditioning by instrument order. The two items that focused on the purpose of each simulation (n01 and e01) were the most difficult within each section, with only 11% and 24% of the complete
sample responding correctly, respectively. Thus, item n01 was most the difficult item on the entire instrument. The two items that focused on a flawed measurement device (n09 and e09) were the least difficult, with 82% and 78% of the complete sample responding correctly, respectively. Thus, item n09 was the least difficult item on the entire instrument. Of all eighteen items, at least 50% of the complete sample responded correctly to nine of them: both calculation items (n03 and e02), both interpretation items (n04 and e03), both items involving a confounding variable (n07 and e07), and the NHST item about trial vs. sample size (n08). Similar performance patterns are observed when conditioning by instrument order, with the two items focused on purpose (n01 and e01) again being the most or nearly the most difficult items in both conditions. Similarly, the two items focused on a flawed measurement device (n09 and e09) were the least or nearly the least difficult items in both conditions. Sample differences in the percentage correct for the same item between conditions were generally small. Only items e04, e05, e06, and e07 had differences over ten percentage points, favoring the NHST-first condition.
Table 13 *Item performance for the complete sample and by instrument order*

<table>
<thead>
<tr>
<th>Item</th>
<th>Complete Sample (n = 180)</th>
<th>NHST First (n = 93)</th>
<th>Estimation First (n = 87)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Percentage Correct (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NHST Section</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n01 (Purpose)</td>
<td>11</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>n02 (Center)</td>
<td>39</td>
<td>37</td>
<td>41</td>
</tr>
<tr>
<td>n03 (Calculate)</td>
<td>72</td>
<td>69</td>
<td>76</td>
</tr>
<tr>
<td>n04 (Interpret)</td>
<td>57</td>
<td>59</td>
<td>54</td>
</tr>
<tr>
<td>n05 (Trials)</td>
<td>30</td>
<td>27</td>
<td>33</td>
</tr>
<tr>
<td>n06 (Replicate)</td>
<td>42</td>
<td>46</td>
<td>38</td>
</tr>
<tr>
<td>n07 (Confound)</td>
<td>67</td>
<td>68</td>
<td>66</td>
</tr>
<tr>
<td>n08 (Sample Size)</td>
<td>51</td>
<td>52</td>
<td>49</td>
</tr>
<tr>
<td>n09 (Device)</td>
<td>82</td>
<td>82</td>
<td>82</td>
</tr>
<tr>
<td>Estimation Section</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e01 (Purpose)</td>
<td>24</td>
<td>22</td>
<td>26</td>
</tr>
<tr>
<td>e02 (Calculate)</td>
<td>52</td>
<td>54</td>
<td>49</td>
</tr>
<tr>
<td>e03 (Interpret)</td>
<td>68</td>
<td>67</td>
<td>69</td>
</tr>
<tr>
<td>e04 (Center)</td>
<td>28</td>
<td>33</td>
<td>23</td>
</tr>
<tr>
<td>e05 (Trials)</td>
<td>38</td>
<td>44</td>
<td>31</td>
</tr>
<tr>
<td>e06 (Replicate)</td>
<td>38</td>
<td>44</td>
<td>31</td>
</tr>
<tr>
<td>e07 (Confound)</td>
<td>77</td>
<td>82</td>
<td>71</td>
</tr>
<tr>
<td>e08 (Sample Size)</td>
<td>49</td>
<td>51</td>
<td>48</td>
</tr>
<tr>
<td>e09 (Device)</td>
<td>78</td>
<td>78</td>
<td>78</td>
</tr>
</tbody>
</table>

Table 14 shows the percentage correct by item, conditioned by course type and instructor. The pattern of item performance conditioned by course type was comparable to that of the complete sample and when conditioning by instrument order. Again, the two items about purpose (n01 and e01) were the most difficult within each instrument section for both course types, and the two items about a faulty device (n09 and e09) were the least difficult within each instrument section for both course types. Graduate students in a Lock 5 course performed better than undergraduates in a CATALST course on sixteen of the eighteen items. The largest difference was on the NHST item about
interpreting the answer to the research question using a p-value (n04), with the Lock 5 sample scoring 35 percentage points higher than the CATALST sample.

Table 14 *Item performance by course type and instructor for the complete sample* \((n = 180)\)

<table>
<thead>
<tr>
<th>Item</th>
<th>CATALST (undergrad.)</th>
<th>Lock 5 (grad.)</th>
<th>Instructor</th>
<th>Percentage Correct (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NHST Section</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n01 (Purpose)</td>
<td>8</td>
<td>14</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>n02 (Center)</td>
<td>26</td>
<td>53</td>
<td>34</td>
<td>15</td>
</tr>
<tr>
<td>n03 (Calculate)</td>
<td>71</td>
<td>74</td>
<td>55</td>
<td>78</td>
</tr>
<tr>
<td>n04 (Interpret)</td>
<td>40</td>
<td>75</td>
<td>45</td>
<td>30</td>
</tr>
<tr>
<td>n05 (Trials)</td>
<td>20</td>
<td>41</td>
<td>31</td>
<td>19</td>
</tr>
<tr>
<td>n06 (Replicate)</td>
<td>44</td>
<td>40</td>
<td>52</td>
<td>33</td>
</tr>
<tr>
<td>n07 (Confound)</td>
<td>58</td>
<td>76</td>
<td>59</td>
<td>52</td>
</tr>
<tr>
<td>n08 (Sample Size)</td>
<td>54</td>
<td>47</td>
<td>34</td>
<td>59</td>
</tr>
<tr>
<td>n09 (Device)</td>
<td>74</td>
<td>91</td>
<td>76</td>
<td>78</td>
</tr>
<tr>
<td>Estimation Section</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e01 (Purpose)</td>
<td>20</td>
<td>28</td>
<td>24</td>
<td>22</td>
</tr>
<tr>
<td>e02 (Calculate)</td>
<td>45</td>
<td>59</td>
<td>28</td>
<td>48</td>
</tr>
<tr>
<td>e03 (Interpret)</td>
<td>58</td>
<td>79</td>
<td>38</td>
<td>52</td>
</tr>
<tr>
<td>e04 (Center)</td>
<td>21</td>
<td>36</td>
<td>28</td>
<td>22</td>
</tr>
<tr>
<td>e05 (Trials)</td>
<td>27</td>
<td>49</td>
<td>28</td>
<td>30</td>
</tr>
<tr>
<td>e06 (Replicate)</td>
<td>34</td>
<td>42</td>
<td>34</td>
<td>30</td>
</tr>
<tr>
<td>e07 (Confound)</td>
<td>68</td>
<td>86</td>
<td>66</td>
<td>59</td>
</tr>
<tr>
<td>e08 (Sample Size)</td>
<td>45</td>
<td>54</td>
<td>41</td>
<td>52</td>
</tr>
<tr>
<td>e09 (Device)</td>
<td>71</td>
<td>87</td>
<td>59</td>
<td>85</td>
</tr>
</tbody>
</table>

*Note. Sample sizes by course type: n = 95 (CATALST), n = 85 (Lock 5). Sample sizes by instructor: n = 29 (C1), n = 27 (C2), n = 39 (C3), n = 16 (L1), n = 21 (L2), n = 32 (L3), n = 16 (L4).*

When conditioning by instructor, item performance again followed the trend of the overall sample and when conditioning by other variables. Considering each instrument section, both purpose items (n01 and e01) were either the most difficult or tied for the most difficult item across all instructors. Both items about a faulty device (n09 and e09) were either the least difficult or fairly less difficult than other items across all
instructors. Item performance was generally stable across instructors within the same course type, with exceptions. For example, the widest instructor gap on an item across CATALST instructors was 39 percentage points (78% vs. 39% for instructors C3 vs. C1, respectively) on the estimation item about interpreting results to answer the research question (e03). The widest gap across Lock 5 instructors was 31 percentage points (61% vs. 31% for instructor L2 or L4 vs. L3, respectively) on the estimation item about running more trials (e05). Across all instructors, the lowest performance was 0% on item n01 for instructor C1 and the highest performance was 100% on item n09 for instructor L1.

Table 15 summarizes the difference in performance between instrument sections for each set of parallel items. Items were paired between instrument sections by the focus of their simulation content. Based on 95% confidence intervals, evidence for performance differences in the larger population on a per-item basis is small to moderate. The intervals for five of the nine item pairs included a difference of zero percentage points. The strongest evidence for a difference was for the item pair about calculation. The interval was [13, 29] percentage points favoring the NHST section, with a point-estimate difference of 21 percentage points. Additionally, there was some inferential evidence for a performance difference in the item pairs about the purpose of the simulation (higher performance in estimation), the center of the simulated distribution (higher performance in NHST), interpreting the answer to the research question (higher performance in estimation), and addressing a confounding variable (higher performance in estimation). The point-estimates of these differences ranged in magnitude from 10 to 13 percentage points. Lastly, the Pearson correlation between the parallel item percentages was $r = 0.82$, further suggesting that parallel item differences were generally small.
Table 15 *Parallel item differences in the percentage correct for the complete sample (n = 180)*

<table>
<thead>
<tr>
<th>Item Comparison</th>
<th>Difference in Percentage Correct (%) (SD)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>n01 – e01 (Purpose)</td>
<td>-13 (47)</td>
<td>[-20, -6]</td>
</tr>
<tr>
<td>n02 – e04 (Center)</td>
<td>11 (63)</td>
<td>[1, 20]</td>
</tr>
<tr>
<td>n03 – e02 (Calculate)</td>
<td>21 (55)</td>
<td>[13, 29]</td>
</tr>
<tr>
<td>n04 – e03 (Interpret)</td>
<td>-11 (62)</td>
<td>[-20, -2]</td>
</tr>
<tr>
<td>n05 – e05 (Trials)</td>
<td>-8 (58)</td>
<td>[-16, 1]</td>
</tr>
<tr>
<td>n06 – e06 (Replicate)</td>
<td>4 (49)</td>
<td>[-3, 12]</td>
</tr>
<tr>
<td>n07 – e07 (Confound)</td>
<td>-10 (56)</td>
<td>[-18, -2]</td>
</tr>
<tr>
<td>n08 – e08 (Sample Size)</td>
<td>1 (47)</td>
<td>[-6, 8]</td>
</tr>
<tr>
<td>n09 – e09 (Device)</td>
<td>3 (43)</td>
<td>[-3, 10]</td>
</tr>
</tbody>
</table>

*Note.* $r = 0.82$ for Pearson correlation between percentage correct on parallel NHST vs. estimation items

Table 16 presents the sample sizes, means, standard deviations, and 95% confidence intervals for the total instrument score out of a possible eighteen points. Sample sizes were fairly balanced within each conditioning variable. Sample sizes for CATALST and Lock 5 course types were reasonably balanced ($ns = 95$ and 85, respectively). The sample sizes of those who saw the NHST section first vs. those who saw the estimation section first were also fairly balanced ($ns = 93$ and 87, respectively). Higher sample size variation was observed across instructors, ranging from 16 to 32 participants. Instructor C3 had a relatively larger sample size due to teaching two course sections that were treated as one large section.

Instrument scores only slightly to somewhat varied when conditioning by course type, instructor, or instrument order. Across course type, graduate students in a Lock 5 course performed somewhat better than undergraduate students in a CATALST course. The sample mean score difference was 2.5 points and the confidence intervals of [9.6, 11.1] and [7.1, 8.6] for the Lock 5 and CATALST samples, respectively, do not overlap.
Given the difference between the CATALST and Lock 5 course types, differences between instructors of different course types were somewhat large. However, differences between instructors within the same course type were minimal. Within CATALST the range of the mean score by instructor was one point (7.3 vs. 8.3), and within Lock 5 the range was 1.4 points (9.7 vs. 11.1). Within course type, all confidence intervals between pairs of instructors overlapped with each other. Regarding instrument order, differences were also minimal. The difference between the two instrument orders was only 0.4 points, favoring those who saw the NHST section first, and the confidence intervals for each of the two instrument orders overlapped.

Table 16 Summary statistics of the instrument overall and by course type, instructor, and order, out of a possible maximum score of 18 points

<table>
<thead>
<tr>
<th>Grouping</th>
<th>Sample Size</th>
<th>Mean Score (SD)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Course Type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CATALST (undergrad.)</td>
<td>95</td>
<td>7.8 (3.6)</td>
<td>[7.1, 8.6]</td>
</tr>
<tr>
<td>Lock 5 (grad.)</td>
<td>85</td>
<td>10.3 (3.4)</td>
<td>[9.6, 11.1]</td>
</tr>
<tr>
<td><strong>Instructor</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>29</td>
<td>7.3 (4.0)</td>
<td>[5.8, 8.8]</td>
</tr>
<tr>
<td>C2</td>
<td>27</td>
<td>7.7 (3.3)</td>
<td>[6.4, 9.0]</td>
</tr>
<tr>
<td>C3</td>
<td>39</td>
<td>8.3 (3.4)</td>
<td>[7.2, 9.4]</td>
</tr>
<tr>
<td>L1</td>
<td>16</td>
<td>11.1 (4.3)</td>
<td>[8.8, 13.4]</td>
</tr>
<tr>
<td>L2</td>
<td>21</td>
<td>10.8 (2.8)</td>
<td>[9.5, 12.1]</td>
</tr>
<tr>
<td>L3</td>
<td>32</td>
<td>9.7 (3.2)</td>
<td>[8.5, 10.8]</td>
</tr>
<tr>
<td>L4</td>
<td>16</td>
<td>10.2 (3.5)</td>
<td>[8.3, 12.0]</td>
</tr>
<tr>
<td><strong>Instrument Order</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NHST, Estimation</td>
<td>93</td>
<td>9.2 (3.6)</td>
<td>[8.5, 10.0]</td>
</tr>
<tr>
<td>Estimation, NHST</td>
<td>87</td>
<td>8.8 (3.8)</td>
<td>[8.0, 9.6]</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>180</td>
<td>9.0 (3.7)</td>
<td>[8.5, 9.6]</td>
</tr>
</tbody>
</table>

Table 17 shows the means of the two instrument section scores and the means, standard deviations, and 95% confidence intervals for the difference score between instrument sections. Both the section means and the difference in section means are
conditioned by course type, instructor, and instrument order. Each instrument section had a maximum score of nine points.

Both instrument section means were typically around half of the total possible points. Differences in the mean instrument section scores were nonexistent to minimal. All 95% confidence intervals included a difference of zero points. Moreover, the Pearson correlation between NHST and estimation section scores was $r = 0.61$, suggesting moderate to high correspondence between the two instrument section scores. Thus, there is no clear evidence of mean performance differences between NHST and estimation for students outside this sample represented by these data.

Table 17 Summary statistics of the section scores and the difference score by course type, instructor, and order

<table>
<thead>
<tr>
<th>Grouping</th>
<th>NHST Mean</th>
<th>Estimation Mean</th>
<th>Difference Mean (SD)</th>
<th>Difference 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Course Type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CATALST (undergrad.)</td>
<td>3.9</td>
<td>3.9</td>
<td>0.1 (1.7)</td>
<td>[-0.3, 0.4]</td>
</tr>
<tr>
<td>Lock 5 (grad.)</td>
<td>5.1</td>
<td>5.2</td>
<td>-0.1 (1.8)</td>
<td>[-0.5, 0.3]</td>
</tr>
<tr>
<td>Instructor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>3.9</td>
<td>3.4</td>
<td>0.4 (1.6)</td>
<td>[-0.2, 1.0]</td>
</tr>
<tr>
<td>C2</td>
<td>3.7</td>
<td>4.0</td>
<td>-0.3 (1.6)</td>
<td>[-0.9, 0.3]</td>
</tr>
<tr>
<td>C3</td>
<td>4.2</td>
<td>4.2</td>
<td>0.0 (1.8)</td>
<td>[-0.6, 0.6]</td>
</tr>
<tr>
<td>L1</td>
<td>5.6</td>
<td>5.5</td>
<td>0.1 (1.7)</td>
<td>[-0.8, 1.1]</td>
</tr>
<tr>
<td>L2</td>
<td>5.0</td>
<td>5.8</td>
<td>-0.7 (1.8)</td>
<td>[-1.5, 0.1]</td>
</tr>
<tr>
<td>L3</td>
<td>4.9</td>
<td>4.8</td>
<td>0.2 (1.9)</td>
<td>[-0.5, 0.9]</td>
</tr>
<tr>
<td>L4</td>
<td>5.1</td>
<td>5.1</td>
<td>-0.1 (1.6)</td>
<td>[-0.9, 0.8]</td>
</tr>
<tr>
<td>Instrument Order</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NHST, Estimation</td>
<td>4.5</td>
<td>4.7</td>
<td>-0.3 (1.9)</td>
<td>[-0.6, 0.1]</td>
</tr>
<tr>
<td>Estimation, NHST</td>
<td>4.5</td>
<td>4.3</td>
<td>0.2 (1.6)</td>
<td>[-0.1, 0.6]</td>
</tr>
<tr>
<td>Total</td>
<td>4.5</td>
<td>4.5</td>
<td>-0.0 (1.7)</td>
<td>[-0.3, 0.2]</td>
</tr>
</tbody>
</table>

*Note. $r = 0.61$ for Pearson correlation between NHST score and estimation scores for the complete sample ($n = 180$)*

Several ordinary-least-squares models were run that predicted the instrument total score, each of the two instrument section scores, or the score difference between the two
instrument sections. Results from these models are presented in Table 18 through Table 21 below. It should be noted that based on the sample means for the total score, section scores, and score difference between sections, there was minimal variation by course type, instructor, or instrument order. This suggests there may be limited utility in evaluating such models, but they are nonetheless included for completeness.

Prior to modeling the total instrument score or the difference in the mean instrument section score, the instructor variable was evaluated separately from course type. This is due to the instructor variable being completely nested inside of the course type variable. Thus, both the instructor and course type variables cannot serve as predictors in the same model.

Models predicting the difference score were run with the instructor variable for the CATALST and Lock 5 samples, separately. For comparison, an intercept-only baseline model was run. Results are shown in Table 18. In both course types, there was limited evidence to support differences in the difference score by instructor, given the lower AICc and much higher weight for the two baseline models. Thus, the instructor variable was not considered for predicting the difference score in the overall sample.

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>AICc</th>
<th>Weight</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CATALST Sample ($n = 95$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2</td>
<td>371.81</td>
<td>0.71</td>
<td>-</td>
</tr>
<tr>
<td>Instructor</td>
<td>4</td>
<td>373.56</td>
<td>0.29</td>
<td>0.03</td>
</tr>
<tr>
<td>Lock 5 Sample ($n = 85$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2</td>
<td>346.47</td>
<td>0.82</td>
<td>-</td>
</tr>
<tr>
<td>Instructor</td>
<td>5</td>
<td>349.54</td>
<td>0.18</td>
<td>0.04</td>
</tr>
</tbody>
</table>
Similar to predicting the difference score, the total score was first predicted separately by the instructor variable within each course type. Again, a baseline intercept-only model was used for comparison. Results are shown in Table 19. The lower $AICc$ values and higher model weights strongly favor the baseline model in both course types. Again, the instructor variable was not considered for predicting the total score in the overall sample.

Table 19 Model results predicting the total score by instructor within each course type

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>$AICc$</th>
<th>Weight</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CATALST Sample ($n = 95$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2</td>
<td>513.76</td>
<td>0.81</td>
<td>-</td>
</tr>
<tr>
<td>Instructor</td>
<td>4</td>
<td>516.62</td>
<td>0.19</td>
<td>0.02</td>
</tr>
<tr>
<td>Lock 5 Sample ($n = 85$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>2</td>
<td>450.97</td>
<td>0.88</td>
<td>-</td>
</tr>
<tr>
<td>Instructor</td>
<td>5</td>
<td>455.01</td>
<td>0.12</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Focusing on the complete sample, four models were run to separately predict the total score and the difference score. This included an intercept-only baseline model and models evaluating the variables of course type and instrument order. Table 20 shows results from predicting the difference score, and Table 21 shows results from predicting the total score.

Based on the results, model selection predicting the difference score is highly uncertain, with limited evidence beyond choosing the baseline model. The model with instrument order provided the lowest $AICc$ and a model weight of 0.5. The baseline model and model with both course type and order also offered competitive weights of 0.22 and 0.18, respectively. Notably, the $R^2$ for the model with instrument order was only
0.02. This suggests limited evidence to prioritize the use of the instrument order variable above the baseline model. For completeness, the estimated equation is provided:

\[ \bar{DS}_i = 0.2 - 0.5 \times NHSTfirst_i \]

where \( DS \) refers to the difference score and \( NHSTfirst = 1 \) for participants who saw the NHST section first and 0 for those who saw the estimation section first. Thus, for those who saw the NHST section first compared to those who saw the estimation section first, their difference score was a half-point lower (i.e., favoring better performance on the estimation section vs. NHST section), on average.

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>AICc</th>
<th>Weight</th>
<th>R^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order</td>
<td>3</td>
<td>713.28</td>
<td>0.50</td>
<td>0.02</td>
</tr>
<tr>
<td>Baseline</td>
<td>2</td>
<td>714.94</td>
<td>0.22</td>
<td>-</td>
</tr>
<tr>
<td>Course Type + Order</td>
<td>4</td>
<td>715.30</td>
<td>0.18</td>
<td>0.02</td>
</tr>
<tr>
<td>Course Type</td>
<td>3</td>
<td>716.69</td>
<td>0.09</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Based on the results for predicting total score, the model with just course type clearly has the most evidence. This is due to the lowest AICc, a model weight of 0.74, and a modest \( R^2 = 0.11 \). As reported in Table 17, the mean total scores for the CATALST and Lock 5 course types were 7.8 and 10.3, respectively, resulting in a sample mean difference of 2.5 points favoring graduate students in the Lock 5 course. These results match the coefficients in the estimated model predicting the total score by course type:

\[ \bar{TS}_i = 7.8 + 2.5 \times Lock_i \]

where \( TS \) refers to the total score and \( Lock = 1 \) for participants in a Lock 5 course and 0 for participants in a CATALST course. The 95% confidence interval on the slope coefficient was [1.5, 3.5].
Table 21  Model results predicting the total score for the complete sample (n = 180)

<table>
<thead>
<tr>
<th>Model</th>
<th>K</th>
<th>AICc</th>
<th>Weight</th>
<th>R^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Course Type</td>
<td>3</td>
<td>962.85</td>
<td>0.74</td>
<td>0.11</td>
</tr>
<tr>
<td>Course Type + Order</td>
<td>4</td>
<td>964.94</td>
<td>0.26</td>
<td>0.11</td>
</tr>
<tr>
<td>Baseline</td>
<td>2</td>
<td>982.70</td>
<td>0.00</td>
<td>-</td>
</tr>
<tr>
<td>Order</td>
<td>3</td>
<td>984.14</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Finally, reliability was evaluated with three measures. McDonald’s \( \omega_h \) and \( \omega_t \) are discussed for the overall instrument and for the two instrument sections below. Item discrimination values are presented in Table 22.

There was some degree of general factor saturation (\( \omega_h \)) and a fair amount of total common variance shared among the items (\( \omega_t \)). For the overall instrument, \( \omega_h = 0.38 \) provided some evidence of a general underlying factor. Thus, 38% of the total variance in instrument scores was captured by a general factor. The eighteen items shared a fair amount of common variance, given \( \omega_t = 0.80 \). Thus, 80% of the total variation in instrument scores was “reliable” variation (Revelle & Condon, 2019). Within each section, there was also some evidence of general factor saturation and shared common variance. When comparing instrument sections, NHST items showed modestly higher general factor saturation than estimation items (\( \omega_h = 0.47 \) vs. 0.36, respectively). NHST items also showed a slightly higher amount of total common variance (\( \omega_t = 0.71 \) vs. 0.67, respectively). Accordingly, there is some evidence for measurement reliability, in terms of the instrument capturing variation in participants’ scores that reflected actual differences in ability on understanding the content of the instrument.

Item discrimination values were fairly consistent. Within the NHST section, the lowest and highest item discrimination values were 0.38 and 0.60, respectively. Within
the estimation section, the lowest and highest item discrimination values were 0.33 and 0.52, respectively. Thus, item n04, which dealt with interpreting a p-value to answer the research question, provided the highest amount of discrimination. All eighteen items had discrimination values over 0.30. This suggests that all items contributed some degree of discrimination of participant performance to the overall instrument.

Table 22 *Item discrimination values*

<table>
<thead>
<tr>
<th>Item</th>
<th>Point-biserial correlation with total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>NHST Section</td>
<td></td>
</tr>
<tr>
<td>n01 (Purpose)</td>
<td>0.41</td>
</tr>
<tr>
<td>n02 (Center)</td>
<td>0.48</td>
</tr>
<tr>
<td>n03 (Calculate)</td>
<td>0.51</td>
</tr>
<tr>
<td>n04 (Interpret)</td>
<td>0.60</td>
</tr>
<tr>
<td>n05 (Trials)</td>
<td>0.40</td>
</tr>
<tr>
<td>n06 (Replicate)</td>
<td>0.46</td>
</tr>
<tr>
<td>n07 (Confound)</td>
<td>0.38</td>
</tr>
<tr>
<td>n08 (Sample Size)</td>
<td>0.45</td>
</tr>
<tr>
<td>n09 (Device)</td>
<td>0.39</td>
</tr>
<tr>
<td>Estimation Section</td>
<td></td>
</tr>
<tr>
<td>e01 (Purpose)</td>
<td>0.35</td>
</tr>
<tr>
<td>e02 (Calculate)</td>
<td>0.50</td>
</tr>
<tr>
<td>e03 (Interpret)</td>
<td>0.43</td>
</tr>
<tr>
<td>e04 (Center)</td>
<td>0.43</td>
</tr>
<tr>
<td>e05 (Trials)</td>
<td>0.33</td>
</tr>
<tr>
<td>e06 (Replicate)</td>
<td>0.47</td>
</tr>
<tr>
<td>e07 (Confound)</td>
<td>0.41</td>
</tr>
<tr>
<td>e08 (Sample Size)</td>
<td>0.52</td>
</tr>
<tr>
<td>e09 (Device)</td>
<td>0.49</td>
</tr>
</tbody>
</table>

**4.2.3 Results from the classification analysis**

The classification analysis focused on identifying and summarizing responses that suggest a real-world conflation with the hypothetical simulation. The first set of results include a quantitative summary of the prevalence of conflation responses, covered in Table 23 and Table 24. The second set of results is a qualitative summary of the variety
of language used to suggest real-world conflation. Since only non-blank responses were included for classification, sample sizes for each item varied as shown in Table 12.

The prevalence of responses with language suggesting a real-world conflation was somewhat high across the entire instrument, with exceptions. The percentage of incorrect responses and the percentage of total responses that included language suggesting real-world conflation are shown in Table 23. These percentages are shown for all examples of conflation (which combined clear or unclear examples) and for only clear examples of conflation. When considering all examples, conflation responses were present in at least a quarter of total responses for nine of the eighteen items. For only clear examples, conflation responses were present in at least a quarter of total responses for only two of the eighteen items. Of incorrect responses, conflation language across all examples was present in the majority of responses for one item about purpose (n01), both items about linking sample size to trials (n08 and e08), one item about running more trials (e05), and one item about study replication (e06). Thus, for the remaining items, incorrect responses were marked as incorrect in a majority of responses due to reasons other than using conflation language. When considering responses with only clear examples of conflation, the two items linking trials to sample size (n08 and e08) had the highest prevalence among incorrect responses (44% and 45%, respectively). The lowest prevalence of responses using conflation language occurred in the NHST item about interpreting the results for the research question (n04), both for the collection all examples and for only clear examples.
Table 23 Prevalence of responses suggesting real-world conflation

<table>
<thead>
<tr>
<th>Item</th>
<th>Of Incorrect Item Responses</th>
<th>Of Total Item Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clear or Unclear Language</td>
<td>Only Clear Language</td>
</tr>
<tr>
<td>NHST Section</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n01 (Purpose)</td>
<td>62</td>
<td>30</td>
</tr>
<tr>
<td>n02 (Center)</td>
<td>34</td>
<td>26</td>
</tr>
<tr>
<td>n03 (Calculate)</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td>n04 (Interpret)</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>n05 (Trials)</td>
<td>43</td>
<td>36</td>
</tr>
<tr>
<td>n06 (Replicate)</td>
<td>44</td>
<td>10</td>
</tr>
<tr>
<td>n07 (Confound)</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>n08 (Sample Size)</td>
<td>56</td>
<td>44</td>
</tr>
<tr>
<td>n09 (Device)</td>
<td>19</td>
<td>5</td>
</tr>
<tr>
<td>Estimation Section</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e01 (Purpose)</td>
<td>42</td>
<td>23</td>
</tr>
<tr>
<td>e02 (Calculate)</td>
<td>40</td>
<td>22</td>
</tr>
<tr>
<td>e03 (Interpret)</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>e04 (Center)</td>
<td>40</td>
<td>27</td>
</tr>
<tr>
<td>e05 (Trials)</td>
<td>52</td>
<td>33</td>
</tr>
<tr>
<td>e06 (Replicate)</td>
<td>63</td>
<td>14</td>
</tr>
<tr>
<td>e07 (Confound)</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>e08 (Sample Size)</td>
<td>61</td>
<td>45</td>
</tr>
<tr>
<td>e09 (Device)</td>
<td>11</td>
<td>9</td>
</tr>
</tbody>
</table>

Real-world conflation was generally higher in estimation items than NHST items.

Table 24 presents the difference in the conflation prevalence between parallel NHST and estimation items, conditioned by clarity of language. Regardless of considering all examples versus only clear examples, conflation was more prevalent in estimation than NHST for five of nine item pairs (Center, Calculate, Interpret, Trials, Replicate, and Sample Size). However, the item pair about running more trials showed a higher prevalence of conflation for estimation only when considering all examples. Similarly, the item pair about a faulty device showed a higher prevalence of conflation for estimation only when considering clear examples. Regardless of considering all examples
versus only clear examples, two item pairs had a notably larger difference in prevalence compared to the rest: the pair about making a calculation (more conflation in estimation) and the pair about the purpose of the simulation (more conflation in NHST).

Table 24 *Difference in prevalence of responses that used language suggesting a real-world conflation between parallel NHST and estimation section items*

<table>
<thead>
<tr>
<th>Item Comparison</th>
<th>Difference in Prevalence (%)</th>
<th>Of Incorrect Item Responses</th>
<th>Of Total Item Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clear or Unclear Language</td>
<td>Only Clear Language</td>
<td>Clear or Unclear Language</td>
</tr>
<tr>
<td>n01 – e01 (Purpose)</td>
<td>20</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>n02 – e04 (Center)</td>
<td>-6</td>
<td>-1</td>
<td>-8</td>
</tr>
<tr>
<td>n03 – e02 (Calculate)</td>
<td>-27</td>
<td>-16</td>
<td>-16</td>
</tr>
<tr>
<td>n04 – e03 (Interpret)</td>
<td>-8</td>
<td>-6</td>
<td>-3</td>
</tr>
<tr>
<td>n05 – e05 (Trials)</td>
<td>-9</td>
<td>3</td>
<td>-3</td>
</tr>
<tr>
<td>n06 – e06 (Replicate)</td>
<td>-19</td>
<td>-4</td>
<td>-13</td>
</tr>
<tr>
<td>n07 – e07 (Confound)</td>
<td>5</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>n08 – e08 (Sample Size)</td>
<td>-5</td>
<td>-1</td>
<td>-4</td>
</tr>
<tr>
<td>n09 – e09 (Device)</td>
<td>8</td>
<td>-3</td>
<td>1</td>
</tr>
</tbody>
</table>

The remainder of this section summarizes the most common themes pertaining to examples of real-world conflation that were observed. Parallel items are introduced together, but the themes are primarily discussed on a per-item basis. Verbatim participant responses that illustrate clear and unclear examples of conflation relevant to a given theme are provided for each item. To preserve the original phrasing of each example response, spelling and grammatical errors were not corrected. Thus, “[sic]” was inserted adjacent to each language error below. For the complete analysis notes used to compile the summary below, see Appendix H: Notes for Third Round of Classification.
For the item about the purpose of the NHST simulation (n01), the themes with the most common occurrence of clear instances of real-world conflation dealt with internal or external validity. For example, this response targeted both forms of validity: “The use of randomization allows the simulation to have high external and internal validity. Having high external validity makes the results generalizable to the population, and having high internal validity allows researches [sic] to conclude causality.” [Participant 20]. In contrast, there were numerous responses that used language potentially suggesting a conflation but were unclear in this regard. These responses typically referred to “bias” or “accuracy”. One example was statements that referred to bias, as in this case: “The purpose of randomization is to reduce the possibility of bias in the experiment.” [Participant 163]. It is unclear what bias was being considered and whether the “experiment” was the simulation or the original study. Another example was statements that appeared to comment on the study design, either in lieu of the simulation or as if the simulation was part of the study design: “Randomization allows for there to be no bias, in that any preexisting conditions are picked at random.” [Participant 33]. The latter half of the response seems to describe the random assignment of the study but could potentially refer to the action of the simulation.

For the estimation item about purpose (e01), the most common types of statements were similar in theme to the NHST item about purpose, with exceptions. The clearest statements indicating a real-world conflation dealt with external validity. For instance, Participant 7 stated, “To best replicate the population and make the findings generalizable.” Other themes contained a preponderance of both clear and unclear statements. Similar to the NHST item, many responses emphasized removing problems
or improving something in the study situation, with varying degrees of clarity. Participant 185 offered a statement with a clear conflation: “The purpose of resampling [sic] the bootstrap simulation is to create a more accurate mean….” While it is unclear what “mean” the participant was referring to, “creating accuracy” is a direct statement about imbuing a real-world benefit through the simulation. In contrast, Participant 30 gave an unclear statement: “we want to ensure we have the “purest” samples in order to reduce the level of error”. It is unclear whether they referred to a real-world issue or simulation issue. While there was less of a presence of statements that seem to indicate a confusion with the study design compared to the NHST item, the estimation item instead elicited many responses about creating or increasing the sample size or data. A clear example was, “…resampling is an easier way to increase sample size rather than obtaining more raw data.” [Participant 167]. An unclear example was, “It allows you to create more samples” [Participant 126]. In the clear case, the participant directly referred to “sample size” in lieu of more data, while in the unclear case, the participant did not specify what “samples” refer to. Lastly, some statements with clear conflation indicated how bootstrapping allowed for testing or evaluating properties. These types of statements were not present in the parallel NHST item. For instance, “The purpose of resampling is to make sure your answer is accurate and your results weren't just a one time [sic] situation. Since the values are drawn randomly and then added back in you need to resample in order to prove validity.” [Participant 192].

For the two items about the center of the distribution, examples of clear conflation were easier to identify for the NHST item (n02) compared to the estimation item (e04). For the NHST item, simply agreeing with the prompt that the center of the simulated
distribution demonstrated no difference in the effect of the two oils suggested a conflation. The primary theme of most incorrect responses was assuming that a simulated distribution centered on 0 indicated no such effect. The degree of specificity in the explanation of these incorrect responses distinguished between clear and unclear conflations. A clear example of a conflation with sufficient explanation was, “I agree with Researcher 1 because since the distribution is centered at zero, it makes sense that there would be approximately no difference in the effects of fish oil and soybean oil.” [Participant 182]. Other misinterpretations of the center of the distribution and the results were less clear on the degree of conflation. For instance, Participant 122 stated, “I disagree with researcher [sic] 1. Although the data is centered around 0, the data is very spread out so you can't say there is no difference.” They referred to “data” centering around 0 and emphasized the spread. This may indicate a conflation, but more explanation is needed.

For the estimation item about the center, themes suggesting conflation were different than the NHST item. The most common type of example that clearly suggested a conflation involved explicitly affirming that the bootstrap average was more accurate or trustworthy than the sample average. Some of these responses included definitive reasons while others did not. As an unexplained example, Participant 12 stated, “yes, bootstrapping is more accurate than the sample average.” Some explanations added an additional conflation pertaining to increasing the sample size. To illustrate, Participant 36 indicated clear conflations involving sample size and accuracy: “I do agree, because the idea behind generating many bootstrap samples into a bootstrap distribution is to increase the overall sample size, and the large [sic] the sample size the closer our sample statistic
will be to the population parameter. The bootstrap interval will take into account the
natural sampling variability and provide a better estimate of the actual population mean.”
However, most explanations involving more samples or data were unclear, in terms of the
degree of conflation expressed. For instance, “Yes, because the bootstrap sample is an
average of 500 trials while the sample average is just one trial.” [Participant 55]. The use
of “trial” is ambiguous, suggesting that the actual sample is being treated with the same
weight as a simulated trial. It is unclear what the participant viewed as being real or
hypothetical.

The two items about calculation (n03 and e02) elicited fairly different amounts
and types of responses suggesting conflation. Only seven responses to the NHST item
potentially involved conflation, and only three responses clearly expressed a conflation.
All three clear examples dealt with how the average from the trials provided the most
accuracy. As Participant 68 argued, “I would agree with researcher [sic] 1 because the
more trials you perform the more likely you are to get an accurate representation of the
true mean.” The remaining NHST responses with potential conflations were divergent in
topic and difficult to understand.

For the estimation item about calculation, the typical responses with the clearest
examples of conflation involved claiming benefits of using the bootstrap mean that the
sample mean did not have. These benefits involved properties such as increased accuracy,
among other properties. An example of this type of clear conflation was, “…The
bootstrap test provides a more accurate estimate because it controls for the sample not be
[sic] fully representative. It's closer to reality.” [Participant 46]. Claiming that the
bootstrap mean was tied to a larger sample size than the sample mean was a common
reason for this enhanced benefit. Referring to a larger sample size was also fairly prevalent. Using the phrase “sample size” suggested a clear conflation with actually increasing the sample size with the simulation, though it is unclear whether participants making this claim correctly understood the definition of “sample size”. For instance, Participant 190 stated, “I agree with friend [sic] 2 that the 500 bootstrap sample [sic] should be used because it is more reliable because it is a larger sample size than the original trial.”

The two items about interpreting the answer to the research question (n04 and e03) elicited few responses suggesting conflation. There were no clear examples of conflations in responses to the NHST item. The only response suggesting a conflation involved an ambiguous usage of the word “data”. For the estimation item, there were only six responses with language suggesting a conflation. The clearest examples referred to the enhanced benefits of the bootstrap mean as the reason for reporting it instead of the confidence interval. However, not all examples clearly indicated that the participant understood the options in the item. Participant 63 chose the option to report the bootstrap mean instead of an interval, but their explanation did not reflect this. Moreover, conflations pertaining to increased sample size and enhanced benefits from the bootstrap simulation were present: “Yes. With a bigger sample you are able to give a more accurate interval of the average delay time.”

Incorrect response suggesting conflation to the items about running additional simulation trials (n05 and e05) were difficult to understand and classify. A common type of response to either item was describing one or more benefits gained from an increase in sample size. These types of responses sometimes contained both clear and unclear
phrases within the same explanation. Example responses to each of these two items are presented next.

For the NHST item about running more trials, one example contained two clear conflations, where an increase in sample size was connected to a benefit suggesting external validity: “I think the teams running more trials got more accurate results because their sample included more people and in turn, they got results that were more representing [sic] of the real population” [Participant 151]. Other participants equated more trials to a smaller p-value or interval, due to the increase in sample size: “…As the trial size increases the average median also decreases. The p-value becomes smaller and closer to the center. The larger the sample size the smaller the p-value if the null hypothesis is false…” [Participant 68].

A variety of other benefits tied to an increase in sample size were stated, with varying degrees of clarity. For instance, Participant 89 provided a response potentially indicating one or more conflations but that is somewhat unclear, in terms of what the stated benefits actually pertain to: “Yes, something was gained. Larger sample sizes give more reliable results with greater precision”. Similarly, Participant 170 stated: “Using a larger sample size decreases the uncertainty of the results.” The usage of “uncertainty” and “results” is ambiguous. Other examples were difficult to parse, due to addressing several issues. The response from Participant 31 exemplified this: “The teams with higher trial numbers had more accurate data because a higher number of trials means better representation. The p-values [sic] would also be more accurate due to more data to trend with. Fewer trials do not have as much validity and could be biased.” Suggesting that fewer trials have less validity and more bias seems like a clear conflation about running
more trials. However, stating that having more trials equates to “more accurate data” less clearly indicates a conflation.

Example responses to the estimation item about running more trials similarly illustrated the degree of clarity in possible conflations. A clear example demonstrating multiple conflations discussed an increased sample size, a decrease in variability, and an increase in accuracy for estimating the mean: “The other groups that ran more trials compared to the first who only ran 100 gained an average that is closer to the actual, true average. They were able to accomplish this simply by taking larger sample sizes. Variability decreases as sample size increases, so a closer average to the actual one was able to be obtained in doing so.” [Participant 20].

In contrast, many participants discussed benefits that were used in unclear fashion, such as increased “accuracy”, “reliability”, or “precision”. For instance, Participant 8 ambiguously used the word “accuracy”: “larger sample size increases accuracy, larger number of bootstrap samples increases accuracy”. They moreover referred to both an increase in sample size and the number of bootstrap samples in the same response, though it is unclear whether they treated the two phrases as interchangeable. Another example highlights two unclear conflations: “yes, more data and more reliability” [Participant 61]. It is unclear whether they referred to purely hypothetical data or data tantamount to a real sample. It is additionally unclear what “reliability” pertains to. Another type of response linked an increased sample size to a generic decrease in uncertainty: “As the sample size increases, the uncertainty decreases. So by having more trials, more certainty is being gained.” [Participant 83] Without further explanation of what “uncertainty” the participant was thinking of, such as the
standard error, it is difficult to assume there was a conflation. However, some participants more explicitly discussed measures, such as the standard error or confidence interval, in ways that clearly suggested a conflation, as shown in this example: “Yes, by running more trials they were able to gather a more precise interval, aka [sic] making the range of the interval smaller. This is because when the sample size grows, it decreases the uncertainty in the data due to the fact that there is more data available which decreases the impact of outliers in a data set.” [Participant 176].

For the two items about replication (n06 and e06), identifying clear instances of conflation was challenging, due to the possibility that participants did not correctly understand what a replication study was in the first place. Clear instances of conflation were observed only with sufficient explanation related to some real-world aspect. For the NHST item, the clearest and most common examples suggesting conflation directly referred to the sufficiency of the simulation in place of a new study or similar real-world entity. Only six of these examples were found and each example was fairly different from the others. For instance, Participant 12 referred to new study participants, explicitly: “yes, if the data is randomized it would be the same as if we got 14 new participants”.

Participant 105 similarly referred to new people but further tied their response to the role of new software: “Researcher 2 - new computer software allows researchers to resample without having to resample with a whole new group of people.” Discussing how real-world resources would be saved by rerunning the simulation also provided evidence of clear conflation, though there were only a few examples. Participant 111 illustrated both the idea of saving resources and how simulation was sufficient in lieu of new people: “It's always better to sample more people but in practice, time and money constraints will
limit this. 14 additional people will likely not make a huge difference…. Running a
simulation is often the best we can do so it's valid.”

Regarding unclear examples of conflation for the NHST item about replication,
responses were highly variable in wording and topic. There were three typical themes that
used unclear language potentially indicative of a conflation. One theme was simply
agreeing with the premise that simulation is tantamount to replication, as shown by
Participant 90: “Yes, I would say that is another way to replication [sic] study”. The
second theme described bootstrapping or sampling with replacement as a form of
replication, as stated by Participant 15: “Yes, as long as a bootstrapping method is used.
This will allow for multiple samples with replacement from a single random sample.”
Thus, there was obvious confusion about the simulation involved, as a randomization test
(that does not use replacement) was described in the NHST instrument section. The third
theme was invoking some aspect of randomness or randomization from the simulation as
the justification for simulation as replication, as demonstrated in this example: “Yes, by
randomizing the information already collected they will come up with additional data
points.” [Participant 191]. For these responses that contained limited explanation,
described bootstrapping, or generically discussed something about randomness, it was not
clear that there was a real-world conflation due to an apparent fundamental
misunderstanding about the premise of replication or the simulation involved. In contrast,
two participants who invoked bootstrapping did provide evidence of a clear conflation, as
in the case of Participant 184: “No, unless they bootstrapped the simulation and ran it
again, then they will have an accurate estimate of what could have occurred with a larger
sample size, instead of using only 14 more participants.” Their integration of the theme
discussed earlier of simulation being a sufficient replacement for new people added
clarity to their response. Another notable theme was arguing that the simulation was valid
for replication though not the preferred method. Participant 80 succinctly highlighted
this: “It is valid, but it would be more effective to get new data.” As with most other
responses, the extent of real-world conflation in this response is unclear, given the lack of
explanation and potential misunderstanding about what replication is.

Comparable themes were observed for the responses to the estimation item about
replication, though the variety of examples and language was much higher in contrast to
the NHST item. Again, the clearest and most common examples of conflation involved
referring to using the simulation in place of a real-world entity. Participant 168 provided
a straightforward example of this: “Yes because in theory your bootstrap sample already
contains enough variations of what could happen during a flight, so recreating it multiple
times would essentially be the same as taking another sample from the population”. Many
of these examples also integrated other themes, such as the necessity of having some
random element or the behavior of bootstrapping. For instance, Participant 8 discussed
the need for random sampling, the power of sampling with replacement, and the
equivalence to a real sample: “if the first study was done by true random sampling, then
that data should be representative of all departures, and sampling with replacement is
representative of doing another actual sample. The only reason what [sic] it might be
beneficial to do another study was if there was concern for confounding variables at the
time of the original study”. As another example, Participant 63 argued that random
selection negated the need to collect more data: “Yes. With being able to generate a
larger sample by simulation you do not need to repeat collection of data to form another
original sample [sic] since the first collection was done by random selection it should be
good.” Moreover, their language suggests that running the simulation increases the
sample size, by stating that the larger sample from the simulation also negates the need to
collect more data. There were also several examples of clear conflation that invoked ideas
of the simulation mimicking aspects of the real-world. For example, Participant 100
directly argued for the equivalence between the bootstrap and getting another sample by
focusing on the replication of the process: “Friend 2’s approach is a valid and accurate
way to do a replication study because the bootstrap replicates Friend I’s process however
many times we run the bootstrapping.”

Regarding unclear examples suggesting conflation in response to the estimation
item about replication, the themes and wording were wide-ranging and difficult to
summarize. Given that the estimation section actually used bootstrapping in the
simulation, there were naturally more examples arguing for the role of bootstrapping or
sampling with replacement, in contrast to the NHST item. Most of these examples
exhibited an unclear degree of conflation, however, due to the lack of explanation or
uncertainty in whether participants understood replication. This was demonstrated by
Participant 128: “Yes, because the bootstrap data uses with replacement [sic] so you can
use the data that has already been replicated”. Several unclear examples also integrated
language that appeared to represent or potentially indicate mistaking the simulation for
part of the study design, as shown in this response: “This is a valid way. The bootstrap
simulation is also a random sample.” [Participant 135]. Two themes with unclear
examples of conflation were opposed to each other. One theme involved some aspect of
the simulation staying the same. Referring to “steady data” and a “similar population” are
the entities remaining the same in this response: “Yes, since it is simulated towards a similar population with one area of departures, I believe that running another bootstrap simulation will be a good replication because they will only be using the steady data set they have from 2019.” [Participant 146]. In contrast, some argued that the replication is valid because some entity was different, as in this case: “Yes, because they will generate different results.” [Participant 178]. Finally, another typical theme for unclear examples of conflation referred to some aspect of randomness: “I think in this scenario friend [sic] 2 is correct. The sample was random and the sample size was greater than 30. The original data should be sufficient enough to use as replication.” [Participant 49]. Further notable in this example is arguing that a sufficiently large sample size ensured the validity of simulation as replication.

While there were fewer responses suggesting conflation compared to other items, for the two items about confounding variables (n07 and e07), a few types of clear conflation were observed. The nature of the prompt for these items aided in the clarity of identifying conflations. Merely agreeing with the item prompt and minimally explaining how the simulation overcomes a confounding variable to allow for a valid answer to the research question was sufficient to be labeled as a clear example. For the NHST item, most clear examples of conflation were tied to one of two themes. One theme involved explaining how the random assignment or experimental nature of the simulation allowed for a valid answer, despite a confounding variable, as stated by Participant 90: “Yes it would still be [sic] valid answer because the simulation randomly assigned the blood pressure values to the two groups.” Another example of this potentially indicated a misinterpretation of what the simulation provides, as the participant argued against
causality but argued for the validity of a correlation: “The introduction of the confound of additional blood pressure medication introduces potential doubts of treatment group as a causal factor in blood pressure outcomes, but any observe [sic] correlation still exists. Since each trial of the simulation randomly allocates these measures across the two treatment groups, the researchers can still provide a valid answer.” [Participant 64]. Another theme with clear examples of conflation simply argued that some aspect of randomness from the simulation ensured validity, as highlighted in this example: “Yes - the randomization process allows the researcher to estimate the variability within the study population and is used to simulate situations where not all variables can be controlled.” [Participant 71]. Unclear examples of conflation also referenced random assignment or randomness as ensuring validity but without directly addressing the simulation. This potentially indicated mixing up the simulation with the actual act of random assignment, instead of emphasizing the role of the simulation in ensuring validity. The generic response from Participant 164 illustrated this: “Yes, because of randomization they could provide a valid answer.”

For the estimation item about a confounding variable, only three responses provided clear examples of conflation. Two of these responses discussed variability or error measures from the simulation, as in this response: “It is possible. Bootstrapping uses sampling variation to account for things like - say, in this example - people being late for flights, heavy traffic to get to the airport, etc.” [Participant 162]. The other response argued that a valid answer could be provided, simply because the bootstrap simulation was random. Of the remaining responses suggesting conflation, most stated that a valid answer could be provided but did not provide intelligible explanations. One
response did clearly argue for validity from the shape of the bootstrap distribution, but they did not directly tie this validity to the simulation itself: “This is an outlier and it may make data less valid and more skewed, however since a bell shaped [sic] symmetric curve was still obtained in this study the 95% CI can be run and a valid answer can result.” [Participant 167].

For the two items equating trial size and sample size (n08 and e08), clear conflations were present; however, there was limited consistency in response themes. For both NHST and estimation items, there were three types of responses to the prompt, generally, which were difficult to separate. One type incorrectly agreed with the prompt that running more trials increased sample size. A second type correctly disagreed with the prompt but provided a reason suggesting conflation. A third type provided an explanation suggesting that they correctly disagreed with the prompt, even if they agreed with the prompt.

Most incorrect responses suggesting conflation for the NHST item were categorized under the first type above: incorrectly agreeing that running more trials increased sample size. Of these responses, there were numerous types of responses that indicated a clear conflation. Given that the prompt directly proposed a conflation, simply agreeing with the prompt and providing an explanation that used the words of the prompt or some interpretable explanation was sufficient to be considered a clear conflation. One typical type of response offered limited reasoning by simply restating the prompt in different words. Participant 38 provided an example of this with a clear conflation: “Yes. Running a [sic] many trials from a simulation tends to incase [sic] the number of cases as well as the sample size.” An unclear degree of conflation with limited reasoning is
illustrated by Participant 5: “yes because it was simulation”. For responses that gave
detailed explanations, reasoning covered numerous themes that were difficult to
categorize or define, such as various usages of the ideas of randomization, the population
vs. the sample, representation, and other reasoning unique to single responses. Many
responses additionally linked the trials to the increase in sample size directly, as explicitly
stated in this example: “Yes because the trial size=the [sic] sample size”. [Participant
182]. Considering examples with more explanation, Participant 87 linked the sample size
to the randomization of the results and the trials: “Yes it did create a larger sample size
because it completely randomized the results while increasing the amount of trials
substantially”. Taking a different angle, Participant 16 spoke to sampling without
replacement and representation: “Yes because sampling without replacement allows one
individual from the original sample to represent many individuals in the population.” In
contrast, sampling with replacement and a slightly different usage of “representation”
were stated by Participant 70: “Yes, it was resampling with replacement which is more
representative of [sic] true population”.

For the NHST item, of responses that did not clearly agree with the prompt that
running more trials increased the sample size, seven participants correctly disagreed with
the prompt and six participants offered ambiguous explanations. For the former group of
seven participants, all essentially gave an explanation that while the actual sample size
was not increased, a larger sample size was simulated. Clear examples of conflation
discussed a larger hypothetical sample size directly, while unclear examples of conflation
did not. For example, Participant 4 offered a clear conflation, essentially arguing that the
trials of the simulation provided insight into a larger sample size: “This does not create a
larger sample size, but it does allow for simulation of what results from a larger sample size would produce [sic].” On the other hand, Participant 53 only referred to a “replication”, which did not clearly indicate a conflation about insight into a larger simulated sample size: “it created more trials and therefore a larger replication but not a larger sample size”. Lastly, for the group of six participants with ambiguous disagreement with the prompt, clear conflation was observed in most cases, due to direct references to an increased simulated sample size. This is exemplified by the response from Participant 149 who, while agreeing with the prompt, only referred to a simulated larger sample size: “Yes, running many trials simulates a population and mimics a larger sample size.”.

For the estimation item about trials and sample size, most incorrect responses suggesting conflation explicitly agreed with the inaccurate prompt. Of these responses, a variety of explanations were given, similar to responses to the NHST item. Also, similar to the NHST item, simply agreeing with the prompt and providing minimally sufficient wording was enough to signify a clear conflation. One typical theme was providing limited, matter of fact reasoning. An example of this theme showing clear conflation was from Participant 41: “yes they had more data to work with.” When additional detail was provided, varying explanations were offered, instead of one or two definitive types of responses. These varying explanations involved reasoning about the trials, bootstrapping, different aspects of representation, assumptions about random sampling, and other reasoning unique to single participants. For instance, only one response that showed a clear conflation linked the population and sample in this manner: “Yes because we can assume the population is just many many [sic] copies of the sample.” [Participant 74].
Another example of clear conflation referred to the purpose of bootstrapping and an aspect of representation of the population: “This is what bootstrapping is commonly used for, to turn smaller data into data that represents the greater population. Therefore, I would say the answer [sic] correct.” [Participant 124]. In contrast, an unclear example of a conflation did directly address the changing sample size, despite explicitly agreeing with the prompt: “yes more trials mean [sic] more accuracy” [Participant 95].

For the estimation item, of responses that did not clearly agree with the prompt that running more trials increased the sample size, five participants correctly disagreed with the prompt and eleven participants offered ambiguous explanations. For the group of five participants, like the NHST item, the aspect of conflation in these responses involved referring to a larger simulated sample size. A clear conflation of this type was shown by Participant 127: “It didn't create a larger sample size, but it did simulate it.” For the eleven responses with ambiguous explanations, the clearest examples of conflation referred to a larger simulated sample size, without explicitly agreeing with the prompt. In this example, it appears the participant disagreed that running more trials increased the actual sample size without explicitly saying so: “Yes a larger sample size from simulation was simulated by bootstrap [sic], as this is the goal of bootstrapping. The original sample size still is noted as the same however [sic] simulated bootstrapping number is noted in the reported results.” [Participant 167]. Nonetheless, they argued for a larger simulated sample size, indicating a clear conflation with what the power of what the simulation can demonstrate. Several unclear examples suggesting conflation were offered that did not clearly agree nor disagree with the prompt, as in the case of Participant 132: “Yes,
utilizing the bootstrap method allows us to have a smaller sample size, however the larger the sample size the more accurate our results will be.”

Lastly, the two items about a faulty device (n09 and e09) elicited only a few clear examples of conflation. Only two responses illustrated clear examples for the NHST item. The most detailed response discussed the random assignment from the simulation but also appeared to hesitate in committing to the validity of answering the research question with a faulty device: “Yes, because the simulation utilized random assignment. However, they [sic] researchers would need to include a section discussing the limitations of this study, in terms of this extraneous variable influencing the results. They could say the results and highlight that the medical device gave higher readings for the soybean group than it should have.” [Participant 32]. The other response was difficult to fully understand, which addressed some aspect of working beyond the observed data: “Yes because there were simulations that were run portraying more trials and results than just using the observed data, making it still valid.” [Participant 9]. For remaining examples suggesting conflation, all invoked some idea of randomness, random assignment, or random sampling, but did not explicitly relate this to the simulation. For instance, it is unclear if Participant 32 was thinking of the simulation or the random assignment at the outset of the study: “Yes, theoretically the inaccurate readings would have been evenly distributed through random assignment.”.

For the estimation item about a faulty device, four of the five examples suggesting conflation were clear examples. Two of those four examples referred to the nature of bootstrapping as the reason for still being able to provide a valid answer to the research question, despite a faulty device. Participant 120 succinctly stated, “It is possible because
the purpose of bootstrap is to help [sic] those little error factors that could get in the way.” In contrast, Participant 128 provided more detail: “yes, because the bootstrap data runs multiple simulations that run difference data that is similar to the observed data so they could still provide a valid answer that is relatively accurate.”. In the other two clear examples, one referred to the “possible error” and “interval” from the simulation and the second referred to “running the sample again” to evaluate consistency, as explanations for still being able to answer the research question. The only unclear example of possible conflation did not directly connect to the simulation: “Yes because the data was made sure to be random” [Participant 160].
Chapter 5: Discussion

The Simulation Understanding in Statistical Inference and Estimation (SUSIE) instrument was developed and administered to better understand the nature and extent of how introductory statistics students conflate hypothetical simulations with the real world. Data were collected from students in courses that either used the CATALST curriculum or Lock 5 curriculum, as these are simulation-based curricula geared toward introductory students. The study consisted of developing the instrument, refining the instrument through Think-aloud interviews, administering the instrument to a sample of introductory statistics students, and conducting both quantitative and qualitative analyses.

The instrument was created over several phases. First, statistics students’ misconceptions about simulations that were observed and discussed in the literature were synthesized. Misconceptions specific to conflating the hypothetical nature of simulations with the real world were then identified. Next, a framework describing three different facets of simulations where a conflation has been observed was proposed. A draft of the instrument and a blueprint were developed based on the framework and examples of conflation from the literature. The instrument presented two contexts that employed different methods for answering a statistical research question: (1) using a randomization test for null-hypothesis significance testing (NHST), and (2) using bootstrapping for estimation. Parallel items were written between the two instrument sections to explore how student performance and the nature of their misconceptions might vary between these two types of simulations.

The instrument was refined and piloted before being used for data collection. Informal discussions with statistics education advisors and colleagues led to feedback
used to finalize the first draft of the instrument. The instrument was then piloted in twelve Think-aloud interviews with undergraduate and graduate students. Numerous changes to the instrument were implemented, resulting in the final draft used for the field test. The field test consisted of collecting responses to the instrument from $N = 193$ introductory statistics students from one of eight different course sections across two course types at the University of Minnesota - Twin Cities.

Lastly, participant responses were scored, classified, and analyzed. A scoring rubric was developed and applied to assign scores to responses. Incorrect responses were classified over several rounds, with a primary emphasis on identifying clear examples of conflating simulations with the real world. Quantitative scores were analyzed with descriptive and inferential statistics, as well as a modeling process focused on the outcome variables of the instrument total score and the difference in scores between the two instrument sections. Qualitative themes were analyzed by identifying the primary themes arising from the clear examples of conflation apparent in the responses to each item. The remainder of this section answers the two research questions for the study, summarizes limitations, and discusses the implications for teaching and research.

5.1 Answering Research Question 1

The first research question was as follows: To what extent are there quantitative differences in student understanding of the hypothetical nature of simulations when working with null-hypothesis significance testing vs. estimation? To answer this question, select results from the quantitative analysis are summarized.

Based on modeling the difference in total scores between instrument sections, there was no clear evidence for a difference in performance between the NHST and
estimation instrument sections. Both the NHST and estimation section means were 4.5 points (out of a possible 9 points per section), resulting in a 95% confidence interval for the mean difference of [-0.3, 0.2]. The distribution of difference scores was symmetric and visually centered around 0 points, with most differences in the range of negative two to positive two points. Moreover, the Pearson correlation on the percentage correct between items that are parallel between the two instrument sections was \( r = 0.82 \). A similar lack in evidence for a difference was observed when conditioning by course type, instructor, and instrument order received. When predicting the difference score, only the predictor of instrument-order-received resulted in a model with an \( AICc \) weight larger than that of the baseline model (with no predictors), though the \( R^2 \) was only 0.02. Additionally, this effect was small, as those who saw the NHST section first scored only a half-point lower on the NHST vs. estimation sections, on average, with a 95% confidence interval of [-1.01, 0.01].

At the item level, there was some evidence for a difference in performance on parallel items between the NHST and estimation sections. Five of the nine item pairs had point-estimate differences in the percentage correct as large as 10 percentage points and 95% confidence intervals that excluded a difference of 0 percentage points. Three of these item pairs favored performance in the NHST section and two pairs favored the estimation section. Thus, any differences in performance at the item-level did not consistently favor NHST or estimation.

For completeness, a summary of the performance on the instrument as a whole is next summarized. The average score on the instrument was 9.0 points out of a possible total of 18 points (with a standard deviation of 3.7 points). Total instrument scores were
distributed symmetrically, with most scores in the interval of five to fifteen points.

Importantly, since the overlap between the content of SUSIE and each course’s learning objectives was not evaluated, the average performance of 50% on SUSIE may or may not indicate student difficulties with achieving the learning objectives for their given course.

Evidence from inferential statistics and the modeling process suggests that the total score only meaningfully varied by course type. For the CATALST vs. Lock 5 curricula, the mean total scores were 7.8 vs. 10.3 points, with non-overlapping 95% confidence intervals of [7.1, 8.6] vs. [9.6, 11.1], respectively. Furthermore, when modeling the total score, the highest model \( AICc \) weight was found when including only the course type variable. Based on the 95% confidence interval for the coefficient on course type in this model, this suggests that graduate students taking a Lock 5 course score 1.5 to 3.5 more points than undergraduates taking a CATALST course in a larger population of students matching the characteristics of this sample. This effect is potentially explained by the fact that enrollment in the CATALST course was mostly or all undergraduate students and the Lock 5 course was mostly or all graduate students.

Within course type, differences in the total instrument score among instructors were minimal.

Performance at the item level varied widely, with the two items about the purpose of the NHST or estimation simulation the most difficult and the two items about a flawed measurement device the least difficult. This was generally true regardless of when conditioning by course type, instructor, or instrument order received. Looking across all items within the complete sample \( (n = 180) \), more than half responded correctly to the two items about calculating a result from the simulated distribution, the two items about
interpreting the results for the research question, the two items about addressing a confounding variable, the two items about a flawed device, and the NHST item about equating trial vs. sample size. Less than half of the complete sample correctly responded to the other nine items. Lower performance on an item may have resulted for one or more reasons. These include potentially high difficulty of an item, an item not aligning with course content, students not sufficiently learning course content relevant to an item, or students not sufficiently extending the course content to an item not covered in their course.

Finally, validity supporting such interpretation of the scores above is drawn from several sources. One main source is the instrument development process. The instrument was created based on a formal blueprint informed by a literature review of definitions of simulation and misconceptions held by students. Feedback from twelve Think-aloud interviews then led to seven rounds of edits to the instrument to ensure the items elicited responses as intended. Moreover, a scoring rubric was created, which was partially developed with a peer-validation process. Reliability measures are another source of validity evidence. Values of McDonald’s omega indicate some degree of general factor saturation and shared variance among the items. Of the total variation in instrument scores, 80% was “reliable” variation (Revelle & Condon, 2019). Furthermore, item discrimination values indicate that all items separated higher and lower performers on the overall instrument to some degree, with all point-biserial correlations between items and the total score larger than 0.30.

5.2 Answering Research Question 2
There was evidence of participants conflating the hypothetical simulation with aspects of the real world in responses to nearly all items, with estimation items typically eliciting more examples of conflation than the parallel NHST items. The second research question was as follows: *What typical themes emerge that indicate students are conflating the hypothetical nature of the simulation with the real world?* To answer this question, select results from the qualitative analysis are summarized.

Based on the need for multiple rounds of qualitative review and the difficulty in classifying responses, an overarching theme of incorrect responses was the sheer complexity observed. The immense variety in response types and the unclear and inconsistent usage of certain words across responses limited the creation of a clear set of comprehensive themes that accurately categorized all response types. One issue was the apparent interchangeability of words such as “validity”, “accuracy”, and “reliability”, among others, particularly across unclear responses. While participants may have had a specific definition in mind for such words, it was not always clear what that definition was from their responses. Moreover, terms such as “uncertainty”, “data”, and “random” were used in numerous ways, which in many cases, indicated potentially meaningful yet subtle distinctions in responses, despite similar wording. Such obfuscation in aggregating vs. distinguishing responses further limited the ability to create a clear set of classifications. An apparent lack of understanding terminology fundamental to interpreting the instrument items added further confusion in identifying conflations with the real world. Two main types of this were the idea of “replication” and the idea of “sample size”. Replication was not clearly understood by some participants, which obfuscated whether they were exhibiting conflations when using language that suggested
they were. Similarly, “sample size” appeared to be used interchangeably with “samples” or “trials” in some instances, potentially indicating that a consistent interpretation of “sample size” was not shared by all participants.

Multiple explanations may be offered for why this variety and complexity of responses was observed. One explanation is that some students learning statistics with simulations simply hold a large variety of ideas and interpretations about the nature of statistical simulations, many of which are inaccurate or incomplete. Another explanation is that some students are still developing the appropriate definitions and usages of key statistical terms. Thus, they may hold a correct idea about a simulation but may not yet be able to clearly communicate it.

A third explanation is that expressing a conflation may require a minimum amount of knowledge about simulations. From a learning theory standpoint, this suggests that a baseline schema of understanding about simulations may be needed to have misconceptions about them. If this is the case, then if one does not possess a baseline schema, then one may not yet be able to exhibit misconceptions related to that schema. Consequently, encountering cognitive overload might result in explanations that are difficult to interpret, as was encountered. It was clear that at least some participants could not clearly express the ideas intended to be elicited by some items. This was demonstrated by Participant 167 who admitted to not understanding what a replication study entailed. Potential misuse of other expressions that seemed to indicate clear confusions might have been due to the partial understanding of terminology, such as “sample size”, as discussed above.
Many themes emerged when classifying incorrect responses at a macro level and focusing on clear examples of conflation. In one set of these themes, participants thought simulation afforded benefits that it actually does not, primarily invoking the Panacea facet of simulation. These benefits seemed to be rooted in real-world enhancements, including increased accuracy (of various measures), external validity, internal validity, or addressing confounding variables, among other benefits. Another set of themes discussed the outcomes from simulation as if they were equivalent to or actually a real-world entity. These primarily invoked the Product facet of simulation. The most notable theme of this type was that running the simulation can increase the sample size of a study. Another major theme related to the Product facet was that a randomization distribution centered on 0 indicated “no effect” in the fish oil context.

Another set of themes used language directly invoking real-world processes, which mainly reflected the Process facet. This was captured by the themes that simulation is tantamount to random assignment or a valid way to execute a replication study. Other major themes appeared related to multiple facets or were unclear in this regard, such as arguing that the center of the bootstrap distribution is more accurate or trustworthy than the actual sample mean.

Adding complication, some of these conflations were interconnected within the same response. For instance, many responses to the two items about sample size (n08 and e08) or the two items about running more trials (n05 and e05) argued for a variety of apparent real-world benefits from simulation as a result of the increased sample size that simulation supposedly creates. In contrast, numerous responses to the two items about the purpose of the simulation (n01 and e01) presented various real-world benefits from
simulation without explaining why. Thus, some types of misconceptions were observed repeatedly across items, but different items elicited different aspects of such misconceptions or led to some misconceptions being combined.

Most misconceptions and examples related to real-world conflation proposed in the literature were observed in participant responses. Regarding misconceptions pertaining to different ideas about replication, those examples observed by Rossman and Chance (2014) and Case and Jacobbe (2018) were clearly reflected in many responses. The former observed that students thought simulation replicates prior research to strengthen findings, which was a theme among incorrect responses to the two items about replication (n06 and e06) and somewhat present among incorrect responses to the two items about the purpose of simulation (n01 and e01). Additionally, Rossman and Chance (2014) argued that students did not understand that simulations were not generating new data. A primary theme from responses across several items was that both the randomization simulation and bootstrapping increased the sample size.

For Case and Jacobbe (2018), they observed student thinking that simulation can correct flaws in the original study. This was apparent in some incorrect responses to the two items about a confounding variable (n07 and e07), among others. Hodgson and Burke (2000) observed that when their students drew samples from a known population in a demonstration of the Central Limit Theorem, the students thought simulation was a “real-world strategy for finding the population parameter” (p. 94). While this study’s participants were not interpreting a simulation with a known population in advance, thinking that simulation is a strategy to get a better estimate of the mean of a population was apparent. This was present in responses to the three items that involved the mean of
the bootstrap distribution (e02, e03, and e04) and the one item about the purpose of bootstrapping (e01). Participant explanations often cited the increased accuracy in the simulated mean or similar benefits from bootstrapping.

Previously observed misconceptions pertaining to the center of the simulated distribution were apparent in participant responses. Item n02 was created specifically based on the observation by Gould et al. (2010) that students misinterpreted the center of the simulated distribution based on a null hypothesis. Supporting this finding, the primary theme of incorrect responses to item n02 was that a simulated distribution from the randomization test that centered on a value of zero indicated no effect from the fish oil. As another type of misinterpretation of the center, students in Case and Jacobbe’s (2018) study used the center of the simulated distribution as the starting point for computing the p-value. This misconception formed the basis of item n03. While performance was generally higher on this item compared to others (with 72% of the complete sample responding correctly), there were a few incorrect responses that matched this misconception. Clearer responses typically provided an explanation about how the center of the simulated distribution was more accurate or had some other beneficial property.

The example of the Discredit misconception as discussed by Case and Jacobbe (2018) was somewhat present. They found that at least one student disregarded the observed data as unlikely with a small p-value, instead of the null model. This idea formed the basis of item n04. While performance on this item was middling (with 57% of the complete sample responding correctly) and many responses did discredit the observed data explicitly, the explanations were often unclear. Thus, this misconception seems to have been present to a degree, but precisely determining this was difficult.
Moving beyond the literature, many novel misconceptions and examples of conflation were also observed. One major area of novelty was in the misconceptions when working with bootstrapping. In particular, a major theme was assigning enhanced accuracy or value to the mean of the bootstrap distribution over the mean of the original sample. In synthesizing the misconceptions from the literature, this was proposed to be the Discredit misconception from NHST applied to bootstrapping. Supporting this finding, numerous participants preferred and assumed a variety of benefits from the outcomes in bootstrapping. One noteworthy example of this was the explicit notion that a bootstrapping simulation is valid for a replication study but that a randomization simulation is not. Participants argued for other inaccurate ideas directly as a result of sampling with replacement. This suggests that there are real-world conflations and misconceptions unique to bootstrapping versus other types of simulations. Thus, some misconceptions about simulations may manifest differently in student thinking, depending on the simulation involved.

Another novel discovery was the array of benefits assigned to the randomization simulation, particularly in response to addressing the purpose of the simulation (n01). While Case and Jacobbe (2018) discussed how students may think that simulation can correct flaws in the original study such as a confounding variable, participant responses in this study covered a wider variety of specific benefits, such as increased internal validity, external validity, and reductions in study bias. In many responses, there additionally appeared to be confusion or conflation of the randomization simulation with the actual random assignment in the study design described in the NHST fish oil context.
Lastly, another novel set of findings pertained to responses to the items about running additional trials (n05 and e05). Across incorrect responses, several purported benefits of running more trials were stated, encompassing ideas such as increasing the sample size, lowering the p-value, reducing study bias, increasing validity, and providing more statistical power, among others. Given that performance on both items about trials was low (30% and 38% responding correctly to n05 and e05, respectively) and the variety of incorrect responses was high, this suggests that the conceptual understanding of simulated trials and their relation to real-world properties are messy.

5.3 Limitations

Several limitations in this study are next discussed. This includes the limitations to the generalizability of results, the role that curricula and software may have played in influencing results, the fuzzy nature of the conceptual framework used, and limitations from single-coder analyses.

Based on the curricula and conditions from which participants were sampled, results are generalizable to introductory statistics students in courses using the CATALST or Lock 5 simulation-based curricula at the University of Minnesota - Twin Cities. Additionally, these courses were administered remotely or online under the circumstances of the Covid-19 pandemic, where only synchronous-remote and asynchronous-online course formats were offered. In other semesters, these courses have typically been offered with synchronous-in-person and asynchronous-online sections. The factors of curricula, course delivery format, educational institution, and type of student might influence performance on the SUSIE instrument. Moreover, the sample might have been biased toward those who were motivated by the incentive to receive
extra credit in their course, potentially leading to an overrepresentation of lower or higher performers. Thus, if any of these factors are meaningfully related to instrument performance, then generalizability to students outside this population who do not match the participant characteristics in this sample that are meaningfully related to performance on the instrument is reduced. This is further explored next regarding the role of curricula and software.

The specific curricula and software used in this study may have played an influential role in the language used in responses. As has been explored elsewhere, the learning effects of using simulations may not be able to be disentangled from the content and pedagogy used in a learning environment (e.g., Hildreth et al., 2018; Tintle et al., 2011). This entanglement may be partly due to the intertwining of conceptual development with the technical instrument used. One perspective describing this intertwining is “instrumental genesis” (Artigue, 2002), where “[L]earning is seen as the simultaneous development of techniques for using artifacts, such as digital tools, and of domain-specific conceptual understanding, for example, statistical models and modeling” (van Dijke-Droogers et al., 2021, p. 236). Thus, the concepts that participants expressed in their responses may be inextricably tied to the simulation tools used in their respective course types. As van Dijke-Droogers et al. (2021) further stated, “[T]he specific intertwining of emerging digital techniques and conceptual understanding is unique for each digital tool and intended learning goal.” (p. 258). For this study, students in the CATALST course sections used TinkerPlots™ software (Konold & Miller, 2011) for simulations and students in the Lock 5 course sections used the StatKey online applet (Lock et al., 2017) for simulations. Between these two software programs, the
terminology that users learned, the layout of the simulation components on the screen, and other factors that users interacted with were somewhat varied. These variations might have influenced participants’ conceptual development and language relevant to the content on the SUSIE instrument. Accordingly, generalizability of these results to students using other software may be limited. The role that the software played in participant responses may be highly meaningful but was not explored in this study.

Another study limitation was the interwoven nature of the facets of the conceptual framework and how that potentially interacted with participant responses. While the three facets of simulation (Process, Product, and Panacea) were used to create the blueprint, these facets seemed heavily intertwined or unclearly apparent in numerous participant responses. This obfuscated the classification of many incorrect responses, which reduced the capacity to evaluate responses against the blueprint or the role that the three facets played in participants’ thinking. For instance, many incorrect responses arguably related to all three facets. Without further explanation by participants, it was challenging to discern if participants actually held misconceptions pertaining to all three facets. It is possible that some participants’ misconceptions may have only stemmed from one facet, despite potentially sounding like they stemmed from two or three. However, through a combination of the nature of a given item and the response language used, it may be functionally impossible to reliably argue for the presence of only one facet in some responses. Moreover, the complexity of some of the target content may have required the consideration of multiple facets at once, reducing the utility of framing participant thinking or misconceptions with isolated facets. For instance, in conceptually dissecting whether a simulation is a valid replication of a study, it may be inaccurate to describe
misconceptions as only pertaining to a real-world product or a real-world process. Misconceptions about the products, processes, and panacea of benefits from simulations may be inextricably linked.

Finally, the use of a single scorer and coder reduced the extent of possible validity-evidence for outcomes from the quantitative scoring and qualitative classification. For reasons of practicality and limited research resources, I was the lone scorer and classifier. It is possible that scores and classifications may have shifted if they were subjected to multiple scorers or coders. Thus, scores and classification themes reported in this study may be subject to some degree of measurement error, adding some degree of additional uncertainty to both the quantitative and qualitative outcomes.

5.4 Implications for teaching

The results of this study suggest teachers who use simulation-based curricula should be aware that students may conflate aspects of the simulation with the real-world. These conflations may be multifaceted and difficult to identify. Ideally, there would exist effective steps teachers could take to first identify the presence of such misconceptions when students form them and then correct such misconceptions. Multiple theories and ideas proposed in the literature are helpful for framing potentially effective teaching behaviors, next discussed.

To consider how conflation-based misconceptions might emerge in the classroom, insight may be found by integrating the ideas of instrumental genesis, the unstable coordination of real-world vs. hypothetical perspectives, and guided discovery learning. First, this study evaluated students at the end of their introductory course. This suggests students may form their misconceptions throughout a course, which are then not fully
resolved before the course is completed. Second, given that statistical conceptual development appears intertwined with the software employed via instrumental genesis (van Dijke-Droogers et al., 2021), such misconceptions may be strongly tied to the simulation software of a course. These misconceptions may develop in tandem when students are introduced to each new function or idea that requires the use of the simulation software. Third, misconceptions pertaining to real-world conflation may be especially sensitive to learning with software. As Case and Jacobbe (2018) argued, their students’ coordination of real and hypothetical perspectives was unstable, potentially due to the use of “representational media” that emphasized different aspects of the underlying systems (Johnson & Lesh, 2003; Lesh & Doerr, 2003). Fourth, as previously argued, learning with simulations can be a form of guided discovery learning (see Section 2.2.2). Particularly in an activity-based course, students may learn statistics with simulations through carrying out multiple steps with varying degrees of instructional guidance. For instance, both the CATALST and Lock 5 curricula in this study featured guided activities as a primary pedagogical activity. To increase the effectiveness of learning with guided discovery, sufficient instructional support is needed, which can include the use of guiding tasks or questions when interacting with simulations (de Jong, 1991; de Jong & van Joolingen, 1998). Hence, students may be repeatedly encountering moments of conceptual development via instrumental genesis for each guiding task, question, or step they encounter in the guided discovery process. These instrumental genesis moments might also provide opportunity for misconceptions to develop or be reinforced, contributing to inconsistent or unstable real-world vs. hypothetical perspectives.
To help alleviate conflation-based misconceptions, focusing on more formative assessment as students learn each new idea throughout a course with simulations may be beneficial. Previous calls to increase formative assessment to monitor student thinking and provide feedback to students have been made (Ben-Zvi et al., 2018; Garfield et al., 2011). Given a guided discovery learning environment and the repeated interactions with different parts of a simulation throughout an activity and course, it could be beneficial to add assessment checks to the steps of an activity or at the end of a key set of simulation tasks. Such learning checks could then be used in a formative manner to inform both the teacher and the student whether such misconceptions are held, allowing teachers to provide additional guidance before a misconception is further reinforced.

To aid in the development of formative assessment, content relevant to conflation-based misconceptions should be targeted in items comprising the formative learning checks. This could involve starting with the items or the target content from the items of SUSIE and adapting them to particular learning activities. However, given the complexity observed in participant responses to open-ended items and the significant effort and time needed to evaluate such responses, items in a selected-response or closed-ended format that are more efficient to score are presumably needed. The need for items that are efficient to score further connects to the implications for research, discussed next.

5.5 Implications for research

This study implemented an open-ended or constructed-response item format in the instrument. Scoring and classifying responses required non-trivial effort and time, as well as a rubric demanding detailed and intensive familiarity with the content. For more efficient future study of the target content and to consider efficient use of formative or
summative assessment in the classroom, creation of closed-ended or selected-response items is required. Additionally, different participants raised different ideas across incorrect responses; however, each participant was not evaluated on every incorrect idea that was stated by other participants. Thus, the prevalence of each misconception or type of conflation could not be reliably evaluated. For example, some participants stated that running more trials increased the statistical power. This conflation may have been held by more participants who simply did not include this reasoning in their response but would indicate such a misinterpretation were they to be asked about it. Thus, among other outcomes, this study served as an exercise in generating distractors for a selected-response version of the items in the instrument. This was exemplified by the two items about running more trials and the two items about the purpose of the simulation. Responses to these four items were wide-ranging, indicating a large set of responses that could be used as possible incorrect options, were these items to be converted to a multiple-choice format, for example. Developing a selected-response version of the instrument would allow for the target content to be covered in greater specificity with more items in a future study or formative assessment, given the knowledge of likely useful distractors from this study and the efficiency of scoring selected-response items. Moreover, such item development would contribute to filling the gap in modern statistics assessment, where items reflective of modern statistics curricula including simulation, are lacking (Tintle & VanderStoep, 2018; Ziegler, 2014).

To further support the development of selected-response items and to improve understanding about the interaction of simulations with real-world conflations, conceptual refinement is needed. The three facets of where a conflation in a simulation
may occur (Process, Product, Panacea) and previously observed misconceptions were used as a conceptual framework for developing the instrument. However, numerous responses were difficult to frame or clearly understand using this framework and these examples. This difficulty could be due to an inadequate framework or inadequate description of the target content. Drawing on the array and complexity of ideas elicited from the instrument, updating the framework that describes real vs. hypothetical interpretations of simulation may be crucial. Refining the target content and underlying framework should contribute to improvements in further instrument development and understanding the nature of these types of student misconceptions.

Another valuable area for research is connecting how certain misconceptions about simulations may impede the learning of other fundamental statistical ideas. For instance, incorrectly interpreting the center of the randomization distribution directly led to incorrectly answering the NHST research question (that the fish oil had no effect). While this example illustrates how a conflation may be conceptually adjacent to a statistical misunderstanding, some conflations may create problems further downstream, so to speak. For example, many participants prioritized the mean of the bootstrap distribution over the mean of the real sample. Hypothetically, a very large discrepancy between these means may indicate that the bootstrap simulation was executed incorrectly. On the one hand, this should lead a student to reevaluate the accuracy of the bootstrap simulation algorithm. On the other hand, a student who trusts the bootstrap mean more than the sample mean may not see this discrepancy as a problem and continue their analysis with the incorrect simulated outcomes. Continuing to unpack the role these types
of misconceptions about simulations play in students’ understanding of other statistical ideas may help to diagnose various difficulties in how students learn statistics.

Lastly, a number of factors that could have influenced the nature of the responses to the instrument were not taken into consideration. These factors include the simulation type, curriculum version, level of student, course format, and type of pedagogy, among other factors. These types of confounding factors have been identified previously as playing potentially vital roles in the varying development and expression of students’ understanding of statistics (e.g., Hildreth et al., 2018). Future studies should attempt to control for or describe how such factors influence the development of students’ real vs. hypothetical perspectives of simulations. This understanding will be valuable for helping to identify the conditions under which certain misconceptions emerge and what steps may be taken to mitigate the negative impacts these misconceptions may pose.
References


http://link.springer.com/content/pdf/10.1007/0-8176-4444-X.pdf


http://www.amstat.org/education/gaise


http://escholarship.org/uc/item/0wm523b0.pdf

http://www.ermе.tu-dortmund.de/~ermе/CERMЕ5b/WG5.pdf#page=79


Mazerolle, M. J. (2019). *AICcmodavg: Model selection and multimodel inference based on (Q)AIC(c)* (2.2-2) [Computer software]. https://cran.r-project.org/package=AICcmodavg


Appendix A: Characteristics of Quantitative Empirical Studies

Appendix A1: Attributes of studies comparing multiple curricula

Table 25 Attributes of multi-class comparison studies

<table>
<thead>
<tr>
<th>Study</th>
<th>Comparison Groups</th>
<th>Sample Sizes</th>
<th>Learning Assessment(s)</th>
<th>Design Comments</th>
</tr>
</thead>
</table>
| Tintle, VdStoep, Holmes, Quisenberry, & Swanson (2011) | - prelim-ISI<sup>a</sup>  
- CAOS national sample<sup>b</sup>  
- non-SBI<sup>c</sup> | - 202  
- 763  
- 195 | - CAOS<sup>b</sup> |  |
| Garfield, delMas, & Zieffler (2012) | - CATALST  
- GOALS/CAOS national sample<sup>d</sup> | - 102  
- 5362 | - GOALS/CAOS<sup>d</sup> |  |
| Tintle, Topliff, VdStoep, Holmes, & Swanson (2012) | - prelim-ISI<sup>e</sup>  
- non-SBI<sup>f</sup> | - 76  
- 79 | - CAOS<sup>b</sup>  
- Focus on 4-month retention  
- Subsample from Tintle et al. (2011) |  |
| Tintle et al., (2014)* | - prelim-ISI<sup>f</sup>  
- non-SBI<sup>g</sup> | - 155  
- 94 | - CAOS<sup>b</sup> |  |
| Chance, Wong, & Tintle (2016) | - ISI<sup>b</sup>  
Instructor experience groups:  
- Experienced  
- Middle  
- New  
- Non-user  
- CAOS national sample<sup>b</sup> | - 1116  
- 763 | - Modified-CAOS<sup>a</sup>  
- Comparison results were not the primary focus of analysis  
- Two “non-user” instructors did not implement ISI throughout the entire time period of study, and thus represent inconsistent instructors regarding group classification |  |
<table>
<thead>
<tr>
<th>Study</th>
<th>Comparison Groups</th>
<th>Sample Sizes</th>
<th>Learning Assessment(s)</th>
<th>Design Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beckman, delMas, &amp; Garfield (2017)</td>
<td>- CATALST(^1), University of Minnesota&lt;br&gt;- CATALST(^1), other universities&lt;br&gt;- non-SBI(^p)</td>
<td>- 138 &lt;br&gt;- 151 &lt;br&gt;- 440</td>
<td>- CATALST custom assessment(^t)&lt;br&gt;- Non-CATALST custom assessment(^t)</td>
<td>- Focus on comparing cognitive near transfer and far transfer; see paper for descriptions of transfer types</td>
</tr>
<tr>
<td>Chance, Mendoza, &amp; Tintle (2018)</td>
<td>- ISI(^i), instructors new to textbook&lt;br&gt;- ISI(^i), instructors experienced with textbook&lt;br&gt;- Lock 5(^l)&lt;br&gt;- CATALST(^i)&lt;br&gt;- non-SBI(^p), GAISE-compliant&lt;br&gt;- non-SBI(^p), non-GAISE-compliant&lt;br&gt;- Other(^m)</td>
<td>Approximate total sample size: 15000 &lt;br&gt;(sample sizes not given for all groups)</td>
<td>- Modified-CAOS(^s)</td>
<td>- Modified-CAOS(^s)</td>
</tr>
<tr>
<td>Hildreth, Robison-Cox, &amp; Schmidt (2018)</td>
<td>- CATALST(^i)&lt;br&gt;- Lock 5&lt;br&gt;- Modified Lock 5(^o)&lt;br&gt;- non-SBI(^p)</td>
<td>- n(_1) = 770; n(_2) = 699 &lt;br&gt;- n(_1) = 758; n(_2) = 768 &lt;br&gt;- n(_1) = 1500; n(_2) = 1471 &lt;br&gt;- n(_1) = 84; n(_2) = 553</td>
<td>- Modified-CAOS(^s)&lt;br&gt;- Course grade</td>
<td>- Sample sizes vary by analysis: n(_1) corresponds to “student understanding” analysis, n(_2) to “student success” analysis</td>
</tr>
<tr>
<td>Mendoza &amp; Roy (2018)</td>
<td>- ISI(^i)&lt;br&gt;- Other SBI(^f)&lt;br&gt;- non-SBI(^p)</td>
<td>- n(_1) = 197; n(_2) = 61 &lt;br&gt;- n(_1) = 127; n(_2) = 26 &lt;br&gt;- n(_1) = 284; n(_2) = 61</td>
<td>- Modified-CAOS(^s)</td>
<td>- Focus on retention&lt;br&gt;- Sample sizes vary by analysis: n(_1) corresponds to 4-month retention analysis, n(_2) to 16-month retention analysis</td>
</tr>
<tr>
<td>Roy &amp; Mcdonnel (2018)</td>
<td>- ISI(^i)&lt;br&gt;- non-SBI(^p)</td>
<td>- 196 &lt;br&gt;- 435</td>
<td>- Modified-CAOS(^s)</td>
<td>- Focus on secondary schools</td>
</tr>
<tr>
<td>Saputra &amp; Couch (2018)</td>
<td>- SBI(^f)&lt;br&gt;- non-SBI(^p)</td>
<td>- 88 &lt;br&gt;- 42</td>
<td>- Modified-CAOS(^s)</td>
<td>- Focus on an Indonesian university</td>
</tr>
<tr>
<td>Tintle et al., (2018)*</td>
<td>- ISI(^i)-(^e)-(^f)&lt;br&gt;- non-SBI(^p)</td>
<td>- n(_1) = 366; n(_2) = 152; n(_3) = 141 &lt;br&gt;- n(_1) = 289; n(_2) = 91; n(_3) = 80</td>
<td>- CAOS(^b)</td>
<td>- Data originally from Tintle et al. (2011), Tintle et al. (2012), and Tintle et al. (2014)&lt;br&gt;- Focus on sample stratification by student performance variables</td>
</tr>
<tr>
<td>Study</td>
<td>Comparison Groups</td>
<td>Sample Sizes</td>
<td>Learning Assessment(s)</td>
<td>Design Comments</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------</td>
<td>--------------</td>
<td>------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>VanderStoep, Couch, &amp; Lenderink (2018)</td>
<td>- SBI¹</td>
<td>- n₁ = 3340; n₂ = 2636; n₃ = 2766; n₄ = 886</td>
<td>- Modified-CAOSv</td>
<td>- Sample sizes vary by stratification or analysis approach: n₁ corresponds to analysis stratified by pre-course performance, n₂ to ACT score, n₃ to analysis of only low performing students stratified by assessment topic</td>
</tr>
<tr>
<td></td>
<td>- non-SBI¹</td>
<td>- n₁ = 1926; n₂ = 1619; n₃ = 1670; n₄ = 601</td>
<td></td>
<td>- Expansion of Tintle et al. (2018)</td>
</tr>
</tbody>
</table>

Notes.

*Studies contained additional curricular groups without a comparison group, and thus such groups were not listed.

¹Preliminary curriculum to ISI (Tintle et al., 2016). ²delMas, et al. (2007). ³Agresti and Franklin (2008). ⁴Scores from GOALS assessment items comparable to CAOS items, with 2009-2011 CAOS national sample. ⁵Developed version of curriculum used in Tintle et al., (2011). ⁶2014 version of ISI (Tintle et al., 2016). ⁷Unknown non-SBI textbook. ⁸2015 version of ISI (Tintle et al., 2016). ⁹Garfield, delMas, and Zieffler (2012). ¹⁰Unknown mixture of courses and textbooks. ¹¹Tintle et al. (2016). ¹²2012 version of Lock et al., (2013). ¹³Unknown mixture of SBI and non-SBI courses. ¹⁴With adjustments to align topic order with ISI (Tintle et al., 2016). ¹⁵Montana State University version of Lock et al., (2013). ¹⁶de Veaux et al. (2008). ¹⁷Unclear which versions of ISI were used. ¹⁸Unclear which SBI curricula were used. ¹⁹30-item version of CAOS (delMas et al., 2007). ²⁰16 CAOS items plus five new items. ²¹Six items similar to or exactly the same as CAOS items. ²²Exact assessment unclear, as authors point to 24-item version in Tintle and VanderStoep (2018), but study results reference 35 items.
## Appendix A2: Attributes of other studies

**Table 26 Attributes of within-class, multi-section, single unit, and isolated intervention studies**

<table>
<thead>
<tr>
<th>Study</th>
<th>Comparison Groups</th>
<th>Sample Sizes</th>
<th>Learning Assessment(s)</th>
<th>Design Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simon, Atkinson, &amp; Shevokas</td>
<td>Part 1 (single course with no comparison)</td>
<td>- 25</td>
<td>Part 1</td>
<td>- Single class non-comparison and multi-class comparison of for an apparent single class unit on statistics and probability</td>
</tr>
<tr>
<td>(1976)</td>
<td>- Non-simulation statistics course with simulation unit</td>
<td></td>
<td>- 10-item course exam</td>
<td>- Part 1 focus on whether students chose Monte Carlo methods or analytic methods on an exam when given the option</td>
</tr>
<tr>
<td></td>
<td>Part 2 (three concurrent classes with a statistics and probability unit)</td>
<td></td>
<td>Part 2</td>
<td>- Parts 2 and 3 focus on attitudes and learning</td>
</tr>
<tr>
<td></td>
<td>- Non-simulation</td>
<td>- 19</td>
<td>- 7-item course exam</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Simulation with computer</td>
<td>- 39</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Simulation without a computer</td>
<td>- 13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Part 3 (two semesters of two concurrent classes with a varying second-half of each course)</td>
<td></td>
<td>Part 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Two simulation groups</td>
<td>- 58</td>
<td>- 3 or 4 course exam items</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Two non-simulation groups</td>
<td>- 55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weir, McManus, &amp; Kiely (1991)</td>
<td>Part 1</td>
<td>- 20</td>
<td>Both parts</td>
<td>- Unclear study design</td>
</tr>
<tr>
<td></td>
<td>- Simulation for standard error of the mean</td>
<td></td>
<td>- Course exams</td>
<td>- Apparent within-class comparison of different learning topic groups</td>
</tr>
<tr>
<td></td>
<td>- Simulation for F-statistic in ANOVA</td>
<td>- 19</td>
<td>(unclear number of items and item types,</td>
<td>(standard error of a mean or F-statistic), for part of a course</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>though some open-ended)</td>
<td>- In both parts, students assigned to matched groups based on course</td>
</tr>
<tr>
<td></td>
<td>Part 2</td>
<td>- 23</td>
<td></td>
<td>achievement from a prior course (unclear of the extent to which random</td>
</tr>
<tr>
<td></td>
<td>- Simulation for standard error of the mean</td>
<td></td>
<td></td>
<td>assignment involved)</td>
</tr>
<tr>
<td></td>
<td>- Simulation for F-statistic in ANOVA</td>
<td>- 21</td>
<td></td>
<td>- Focus on understanding sampling distributions, the F-statistic in</td>
</tr>
<tr>
<td></td>
<td>- Control who watched simulation demonstration</td>
<td></td>
<td></td>
<td>ANOVA, and attitudes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Outcomes focus on extent to which students perform well on problems</td>
</tr>
<tr>
<td>Study</td>
<td>Comparison Groups</td>
<td>Sample Sizes</td>
<td>Learning Assessment(s)</td>
<td>Design Comments</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>delMas, Garfield, &amp; Chance (1999)</td>
<td>Pilot: - Two non-simulation courses with a simulation component</td>
<td>- 51 (total)</td>
<td>Pilot: - 5 multi-part open-ended items based on visual assessment of distributions</td>
<td>similar to their learning condition and different from their learning condition - Part 2 used adjusted materials compared to Part 1</td>
</tr>
<tr>
<td></td>
<td>Part 2 (Initial Activity) - Two non-simulation courses with a simulation component (total completing pre- and post-tests, n = 89)</td>
<td>- 89 (total completing pre- and post-tests)</td>
<td>Parts 2 and 3 - Updated version of pilot assessment</td>
<td>- Within-class study; no comparison groups - Focus on a model for classroom research - Focus on using a simulation activity for sampling distribution understanding, with assessment of visuals</td>
</tr>
<tr>
<td></td>
<td>Part 3 (New Activity) - Three non-simulation courses with a simulation component (total completing pre- and post-tests, n = 141)</td>
<td>- 141 (total completing pre- and post-tests)</td>
<td></td>
<td>- Adjusted simulation, activity, and assessment for each of three parts - New activity focused on exposing students to having a contradictory experience</td>
</tr>
<tr>
<td>Lane &amp; Tang (2000)</td>
<td>- Computer simulation and specific training questions (Sim / Specific) - Computer simulation and non-specific training questions (Sim / Non-specific) - Textbook and specific training questions (Text / Specific) - Textbook and non-specific training questions (Text / Non-specific) - No training (Control)</td>
<td>Total sample size: 115 (group sizes unclear)</td>
<td>- 12 open-ended items adapted from Chen (1999)</td>
<td>- Randomized experiment - One-time isolated intervention - Simulation group watched a video with an accompanying audio script playing in the background - Textbook group read about concepts in a textbook - Conceptual purpose to understand the effect of sample size and on a sampling distribution - Focus on transfer to real-world situations</td>
</tr>
<tr>
<td>Mills (2004)</td>
<td>- Simulation with Microsoft Excel - Non-simulation</td>
<td>- 14 - 17</td>
<td>- 7 open-ended items (pre- and post-tests)</td>
<td>- Somewhat unclear study design; comparison of volunteer students from</td>
</tr>
<tr>
<td>Study</td>
<td>Comparison Groups</td>
<td>Sample Sizes</td>
<td>Learning Assessment(s)</td>
<td>Design Comments</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>--------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| Francis, Kokonis, & Lipson, (2007) | - First simulation exposure before content lecture  
- First simulation exposure after content lecture | - 43         | - 5 multiple choice items as part of course exam  
- 4 items (2 items similar to each other on two different course exams) | the same course randomly assigned to two groups for a learning and testing intervention outside of class  
- Focus on conceptual development of Central Limit Theorem, attitudes, and performance on subsequent course exam  
- Groups only differed by how concepts were practiced, while content was the same |
- Given observed data leading to significant outcome (Significant group)  
- Given observed data leading to non-significant outcome (Non-significant group) | Unclear sizes | Part 1  
- 3 items totaling 6 prompts (mixture of multiple choice and short answer) | Multi-section (one class) classroom experiments  
- Randomized experiment in both parts  
- Focus on answering inferential questions from real data in both parts |
|                              | Part 2  
- Manual simulation and computer simulation  
- Computer simulation | - 20         | Part 2  
- 5 multiple choice items focused on one situation |  
| Novak (2014)                 | - Storyline integrated with simulation  
- No storyline with simulation | - 32         | - 18-item parallel pre- and post-tests | Randomized experiment  
- One-time isolated intervention |
<table>
<thead>
<tr>
<th>Study</th>
<th>Comparison Groups</th>
<th>Sample Sizes</th>
<th>Learning Assessment(s)</th>
<th>Design Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reaburn (2014)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Pre-intervention (first semester)</td>
<td>- 12</td>
<td>- 2 open-ended items from an end of semester test</td>
<td>- Focus on learning enhanced with storylines paired with simulations</td>
</tr>
<tr>
<td></td>
<td>- First intervention (second semester)</td>
<td>- 23</td>
<td></td>
<td>- Emphasis on descriptive statistics topics</td>
</tr>
<tr>
<td></td>
<td>- Second intervention (third semester)</td>
<td>- 6</td>
<td></td>
<td>- Multi-year (one class) comparison</td>
</tr>
<tr>
<td></td>
<td>- Third intervention (fourth semester)</td>
<td>- 12</td>
<td></td>
<td>- Course-long intervention, with subjects volunteering their data</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Focus on p-value understanding</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- One introductory course taught four times in succession, with the course being updated based on experience from the previous iteration</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Pre-intervention: no simulation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- First intervention (second semester): addition of informal inferential reasoning and some interactive computer simulations</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Second intervention (third semester): contextual p-value logic example added</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Third intervention (fourth semester) introduced additional p-value logic via diagrams and philosophy of science</td>
</tr>
<tr>
<td></td>
<td>Taylor &amp; Doehler (2015)</td>
<td>- Simulation introduction to ANOVA</td>
<td>- 38 (two-semester total)</td>
<td>- Multi-section comparison of a topic unit in the same course (two instructors taught the same section twice)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Non-simulation introduction to ANOVA</td>
<td>- 40 (two-semester total)</td>
<td>- One section for each instructor randomly assigned to the simulation approach to given topic unit</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Open-ended parallel pre- and post-tests (5 and 6 items, respectively) developed for this study</td>
<td>- Focus on understanding ANOVA F-test and sampling distributions with randomization test</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Groups only differ by activity and introduction to ANOVA topic, while subsequent content was the same</td>
</tr>
<tr>
<td>Study</td>
<td>Comparison Groups</td>
<td>Sample Sizes</td>
<td>Learning Assessment(s)</td>
<td>Design Comments</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>---------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Maurer &amp; Lock (2016)</td>
<td>- Simulation curriculum past week 9 using StatKey and similar to Lock et al. (2013)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Non-simulation curriculum past week 9 similar to Agresti and Franklin (2012)</td>
<td>51 (two-cohort total)</td>
<td>- 20 multiple-choice items from ARTIST&lt;sup&gt;c&lt;/sup&gt; used on the final exam</td>
<td>- Multi-section comparison of two different curricula for the second-half of each section</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50 (two-cohort total)</td>
<td>- 2 open-ended items from the final exam</td>
<td>- Random assignment of students from two sections to each curriculum (including room assignment, schedule, etc.) within each section</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- At week 9 of course the two curricula diverged in how similar concepts were taught</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>- Focus on confidence intervals and hypothesis testing</td>
</tr>
<tr>
<td>Pablo &amp; Chance (2018)</td>
<td>- ISI&lt;sup&gt;a&lt;/sup&gt; flipped classroom</td>
<td>22</td>
<td>- Modified-CAOS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>- Full course intervention comparison; same instructor for both courses</td>
</tr>
<tr>
<td></td>
<td>- ISI&lt;sup&gt;a&lt;/sup&gt; non-flipped classroom</td>
<td>19</td>
<td></td>
<td>- Focus on comparing effects of a flipped classroom between two simulation sections of the same course</td>
</tr>
</tbody>
</table>

<sup>a</sup>Tintle et al. (2016). <sup>b</sup>Modified version of CAOS (delMas et al., 2007) for ISI. <sup>c</sup>Assessment Resource Tools for Improving Statistical Thinking (ARTIST) (Garfield et al., 2006). 

Notes.
Appendix B: Versions of SUSIE

Appendix B1: Initial SUSIE versions for Think-aloud interviews

Initially, four versions of the instrument were created for interviews. Following iterative updates to the instrument throughout the interview process, a total of seven versions were tested. A complete instrument from the initial instrument creation is provided below. This is a combination of Version A and Version B. Version A used “Wording B” (indicated below) for the two items about running more trials (labeled as iN6 and iE6 throughout) and Version B used “Wording A” (indicated below). To show the initial wording variations that were tested, both initial variations on those two items are included. Thus, both iN6 and iE6 appear twice in each instrument section.

**Situation 1**
Two researchers (called “Researcher 1” and “Researcher 2”) investigated whether fish oil can reduce blood pressure more than other types of oils. They recruited fourteen male participants with high blood pressure and randomly assigned each person to one of two treatment groups. The first treatment was a four-week diet that included fish oil. The second was a four-week diet that included soybean oil.

The diastolic blood pressure of each participant was measured twice: once at the beginning and again at the end of the four weeks. The reduction in blood pressure was recorded. Positive values indicate blood pressure went down, and negative values indicate blood pressure went up.

The following research question was proposed: Is there a difference in the average blood pressure reduction between the fish oil group and the soybean oil group? The study results were plotted, and the sample average difference was calculated:
Sample average difference = Average of fish oil group – average of soybean oil group = 6.6 – (-1.1) = 7.7

To evaluate whether the difference of 7.7 was simply due to random chance, the researchers created a computer simulation that used the following algorithm:

1. Input the original 14 values from the observed data.
2. Randomly assign 7 of those values into one group and the other 7 values into a second group.
3. Label the first group as “Fish oil” and the second group as “Soybean oil”.
4. Calculate the average of the 7 values in the Fish oil group and the average of the 7 values in the Soybean oil group.
5. Calculate and record the difference in averages between the two groups.

The computer repeated the process above for a large number of trials.

iN1

What assumption about the effect of fish oil relative to soybean oil is the computer simulation designed to model?

iN2

How does the assumption you just discussed help answer the research question of whether there is a difference in the average blood pressure reduction between the two groups?

Researcher 1 plotted the results and calculated the average from the 500 trials, as shown:
iN3
After seeing the distribution of 500 trials, Researcher 1 offered this observation: “Since the results center around 0, that suggests there is no difference in effect between fish oil and soybean oil in reality.”
Do you agree with Researcher 1? Why or why not?

iN4
The researchers agreed to calculate a p-value but disagreed on the procedure.
Researcher 1: “Start at the average of the 500 trials, and then calculate the proportion of all trials larger than that.”
Researcher 2: “Start at the sample average difference of 7.7, and then calculate the proportion of all trials larger than that.”
Which researcher do you agree with? Why?

iN5
Researcher 2 calculated a p-value of 0.014. This indicates the difference of 7.7 or larger was unlikely to occur by chance, assuming no difference between the two groups. However, Researcher 2 was unsure of how to answer the research question.
Possible answer 1: “The low p-value indicates that an average difference of 0 is not supported. Therefore, there is evidence for a difference between the groups.”
Possible answer 2: “The low p-value indicates that the sample average difference of 7.7 from the data is not supported. As a result, there is no evidence for a difference between the groups.”
Which answer do you agree with? Why?
Now consider four different teams of researchers, where each team runs the simulation a different number of times. Team 1 uses 100 trials, Team 2 uses 500 trials, Team 3 uses 1000 trials, and Team 4 uses 5000 trials. Each set of results are shown as follows:

**WORDING A:** Consider the differences in the four sets of results above. Why might changing the number of trials be related to any of these differences?

**WORDING B:** If you had to choose the results from one team to use, which team would you choose? For the team you chose, why is their number of trials appropriate for answering the research question?

After the analysis was completed, suppose a supervisor discovered three different concerns about the original data.

**iN7**
Supervisor: “All of those in the fish oil group were taking a blood pressure medication, while none of those in the soybean oil group were taking any blood pressure medication.”
Researcher 1: “Since each trial of the simulation randomly assigned the blood pressure values to the two groups, the presence of the medication is not a problem.”
Do you agree with the argument from Researcher 1? Why or why not?

iN8
Supervisor: “The sample size is only 14. This seems too small.”
Researcher 2: “The small sample size is OK, because we ran many trials of the simulation.”
Do you agree with the argument from Researcher 2? Why or why not?

iN9
Supervisor: “The medical device for the soybean oil group was found to be faulty. It gave consistently higher readings than it should have.”
Given the simulation that was run, can the researchers still provide a valid answer to the research question? Why or why not?

iN10
Since this was only one study the researchers wanted to do a replication study, to verify the results they just found. However, they disagreed on what to do.
Researcher 1: “We should recruit 14 new participants and put them through the same study that we just did.”
Researcher 2: “Collecting new participants is unnecessary. We can just run our simulation again, as that is as good as a replication study.”
Which researcher do you agree with? Why?

Situation 2
Airplane delays are a common complaint from travelers. Suppose you have two friends (“Friend 1” and “Friend 2”) who want to know the average delay for recent departures from Minneapolis-St. Paul airport (MSP).
Using a US Department of Transportation database, your friends collected a random sample of 150 departure delay times from MSP airport for Delta Airlines in 2019. A positive number indicates departing late, and a negative number indicates departing early. The following research question was proposed: What is the average delay time for all Delta Airlines flights leaving MSP airport in 2019?

The sample of 150 values was plotted, and the sample average was calculated:
Sample average delay = 6.35 minutes

To estimate the uncertainty in the average of 6.35, your friends created a computer bootstrap simulation that used the following algorithm:

1. Input the original 150 values from the observed data.
2. Randomly draw one value, record it, and put it back in the list.
3. Repeat Step 2 until 150 values are recorded.
4. Calculate the average delay time from the 150 recorded values.

The computer repeated the process above for a large number of trials.

**iE1**
What assumption about the sample and its variability is the computer simulation designed to model?

**iE2**
How does the assumption you discussed in Question # help answer the research question about the average delay time for all Delta Airlines flights leaving MSP airport in 2019?

Friend 2 plotted the results and calculated the average and standard deviation from the 500 trials, as shown:
Next, your friends calculated an interval for the average delay time using the following formula:
Interval = Sample Estimate ± 2 * Standard Deviation of trials.

Friend 1: “The sample average of 6.35 minutes should be used.”
Friend 2: “The average of the 500 bootstrap trials, 6.39 minutes, should be used.”
Which friend do you agree with? Why?

Friend 1 calculated an interval of [2.65, 10.05]. However, Friend 2 argued that the interval was not needed to answer the research question.
Friend 2: “We can just use the average of the 500 bootstrap trials. We can be certain that the average flight delay for all departures from MSP with Delta Airlines in 2019 was 6.39 minutes.”
Do you agree with this statement? Why or why not?

After the analysis was completed, suppose a third friend saw the plot of 500 trials and raised a concern.
Friend 3: “The average of 6.39 from the 500 bootstrap trials is different from the sample average of 6.35. This indicates we should not trust the sample data nor the sample average of 6.35.”
Do you agree with this statement? Why or why not?

**iE6 WORDING A and WORDING B**

Now consider four different groups of friends, where each group runs the bootstrap simulation a different number of times. Group 1 uses 100 trials, Group 2 uses 500 trials, Group 3 uses 1000 trials, and Group 4 uses 5000 trials. Each set of results is shown as follows:

WORDING A: Consider the differences in the four sets of results above. Why might changing the number of trials be related to any of these differences?

WORDING B: If you had to choose the results from one friend group to use, which friend group would you choose? For the friend group you chose, why is their number of trials appropriate for answering the research question?

After the analysis was completed, suppose your friend’s statistics teacher discovered three different concerns about the original data.

**iE7**

Teacher: “Only morning departure times (in the range of 5am – 12pm) were included in the sample.”

Given the bootstrap simulation that was run, can your friends still provide a valid answer to the research question? Why or why not?
Teacher: “The sample size is only 150. This seems too small.”
Friend 1: “The small sample size is OK, because we ran many trials of the bootstrap simulation.”
Do you agree with the argument from Friend 1? Why or why not?

Teacher: The flight tracker at MSP airport was found to be faulty for Delta airlines. It consistently recorded departure times as being much later than it should have.
Given the bootstrap simulation that was run, can your friends still provide a valid answer to the research question? Why or why not?

Since this was only one sample of data, your friends wanted to do a replication study to verify the results they just found. However, they disagreed on what to do.
Friend 1: “Collecting more data is unnecessary. We can just run our bootstrap simulation again, as that is as good as a replication study.”
Friend 2: “We should collect another sample of 150 departures and analyze it the same way that we analyzed the original sample.”
Which friend do you agree with? Why or why not?
Appendix B2: Final version of SUSIE for field test

The final instrument for the field test followed from the feedback and edits applied throughout the interviews. Field test participants were requested to answer questions for both the fish oil section and the airplane delays section, but each participant was assigned the sections in a random order. Of these two possible versions of the instrument, only the instrument starting with the fish oil section is shown below. The instrument is shown as a series of screenshots as participants saw them in Qualtrics. Each screenshot page is labeled.

Following the last page of this instrument, participants were automatically redirected to a separate Qualtrics survey asking for their email and class section. That information was used to notify instructors which of their students should receive extra credit. That survey is not shown here.

For clarity, the item designations from the instrument blueprint were superimposed on each item below, e.g., [Item n01]. Participants did not see these item designations.

Page 1

Student Understanding of Statistical Simulations

Welcome!

This test consists of two sections. When you are done answering all questions on a given page, click the arrow in the lower-right corner to advance to the next page. Note: You CANNOT go back to earlier pages.

Once you complete the test, you will be taken to a separate Qualtrics survey where you must indicate your class section and email, to receive the extra credit.

The Information Sheet about the study was emailed to you; it is also provided below. If you did not review this sheet yet, please do so before proceeding.

Information Sheet

Please proceed when ready!
Which one of the following course sections are you currently enrolled in?

- EPSY 3264 Section 001 with Samuel Henfeldt
- EPSY 3264 Section 002 with Cheeky Legacy
- EPSY 3264 Sections 003 or 004 with Suzanne Loch
- EPSY 5261 Section 001 with Vimal Rao
- EPSY 5261 Section 002 with Robert dellMas
- EPSY 5261 Section 003 with Ethan Brown
- EPSY 5261 Section 004 with Brett Morrow

---

**Section 1 of 2**

You will be presented with a research situation and how that situation was addressed with simulation. There are nine questions in this section.
**Situation: Fish Oil and Blood Pressure**

Two researchers (called “Researcher 1” and “Researcher 2”) investigated whether fish oil can reduce blood pressure more than other types of oils. They randomly sampled fourteen participants from the population of interest and randomly assigned each person to one of two treatment groups. The first treatment was a four-week diet that included fish oil. The second was a four-week diet that included soybean oil.

The diastolic blood pressure of each participant was measured twice: once at the beginning and again at the end of the four weeks. The reduction in blood pressure was recorded. Positive values indicate blood pressure went down, and negative values indicate blood pressure went up.

**Research Question**

Is there a larger reduction in average blood pressure for fish oil compared to soybean oil in the population?

**Data**

The sample average difference was calculated as follows:

Average of fish oil group – average of soybean oil group = 6.6 – (-1.1) = 7.7

The study results were plotted, as shown below. (Note: You do not need to memorize this graph.)
(There are no questions on this page. Please proceed when you are done reading.)
Simulation
To evaluate whether the difference of 7.7 was simply due to random chance, the researchers created a computer simulation that used the following algorithm:

1. Input the original 14 values from the observed data.
2. Randomly assign 7 of those values into one group and the other 7 values into a second group.
3. Label the first group as “Fish oil” and the second group as “Soybean oil”.
4. Calculate the average of the 7 values in the Fish oil group and the average of the 7 values in the Soybean oil group.
5. Calculate and record the difference in averages between the two groups.

The computer repeated the process above for a large number of trials.

**QUESTION**
What is the purpose of randomization in the simulation (in terms of how it helps you answer the research question)?
**Results**

Researcher 1 plotted the results and calculated the average from 500 trials of the simulation, as shown:

![Graph showing results from 500 trials](image)

**QUESTION**

After seeing the distribution of 500 trials, Researcher 1 offered this observation:

“Since the results center around 0, that suggests there is no difference in effect between fish oil and soybean oil in reality.”
Do you agree with Researcher 1? Why or why not?

QUESTION
The researchers agreed to calculate a p-value but disagreed on the procedure.
Researcher 1: “Start at the average of the 500 trials, and then calculate the proportion of all trials larger than that.”
Researcher 2: “Start at the sample average difference of 7.7, and then calculate the proportion of all trials larger than that.”

Which researcher do you agree with? Why?
(reminder of research question)
Is there a larger reduction in average blood pressure for fish oil compared to soybean oil in the population?

[Item n04]

QUESTION
Researcher 2 calculated a p-value of 0.014. However, Researcher 2 was unsure of how to answer the research question.
Possible answer 1: “The low p-value indicates that an average difference of 0 is not supported. There is evidence for a difference between the groups.”
Possible answer 2: “The low p-value indicates that the sample average difference of 7.7 from the data is not supported. There is no evidence for a difference between the groups.”

Which answer do you agree with? Why?

Now consider four different teams of researchers, where each team runs the simulation a different number of times. Team 1 uses 100 trials, Team 2 uses 500 trials, Team 3 uses 1000 trials, and Team 4 uses 5000 trials. Each set of results are shown as follows:
QUESTION
Consider the results from the smallest number of trials (100). Was there something gained by the other teams running more trials? If so, what did they gain and why? If nothing was gained, why not?
QUESTION
Since this was only one study the researchers wanted to do a replication study with the same sample size, to verify their results.

Researcher 1: “We should randomly sample another 14 participants and put them through the same study that we just did.”
Researcher 2: “We can also run our simulation again with the data we already have, as that is as good as a replication of the study.”

Is the approach by Researcher 2 a valid way to do a replication study? Why or why not?
(reminder of research question)
Is there a larger reduction in average blood pressure for fish oil compared to soybean oil in the population?

[Item n07]

QUESTION
Suppose that all of those in the fish oil group were taking a blood pressure medication, while all of those in the soybean oil group were not.

Since each trial of the simulation randomly assigned the blood pressure values to the two groups, could the researchers still provide a valid answer to the research question? Why or why not?
(remainder of research question)
Is there a larger reduction in average blood pressure for fish oil compared to soybean oil in the population?

[Item n08]

QUESTION
Suppose there was concern that the size of the original sample was too small.

Did the fact that the researchers ran many trials of the simulation create a larger sample size for the study? Why or why not?
(reminder of research question)
Is there a larger reduction in average blood pressure for fish oil compared to soybean oil in the population?

[Item n09]

QUESTION
Suppose that the medical device for the soybean oil group was found to be faulty. It gave consistently higher readings than it should have.

Given the simulation that was run, could the researchers still provide a valid answer to the research question? Why or why not?

Section 2 of 2

You will be presented with a different research situation and how that situation was addressed with simulation. There are nine questions in this section.
Situation: Airplane Delays
Airplane delays are a common complaint from travelers. Suppose you have two friends (“Friend 1” and “Friend 2”) who want to know the average delay for recent departures from Minneapolis-St. Paul airport (MSP).

Using a US Department of Transportation database, your friends collected a random sample of 150 departure times from MSP airport for Delta Airlines in 2019. A positive number indicates departing late, and a negative number indicates departing early.

Research Question
What is the average delay time for all Delta Airlines flights leaving MSP airport in 2019?

Data
The sample average delay was calculated to be 6.35 minutes. Also, the sample of 150 values was plotted, as shown below. (Note: You do not need to memorize this graph.)

(There are no questions on this page. Please proceed when you are done reading.)
(reminder of research question)
What is the average delay time for all Delta Airlines flights leaving MSP airport in 2019?

Simulation
To estimate the uncertainty in the average of 6.35 minutes, your friends created a computer bootstrap simulation that used the following algorithm:

1. Input the original 150 values from the observed data.
2. Randomly draw one value, record it, and put it back in the list.
3. Repeat Step 2 until 150 values are recorded.
4. Calculate the average delay time from the 150 recorded values.

The computer repeated the process above for a large number of trials.

[Item e01]
QUESTION
What is the purpose of resampling in the bootstrap simulation (in terms of how it helps you answer the research question)?
(reminder of research question)

What is the average delay time for all Delta Airlines flights leaving MSP airport in 2019?

Results
Friend 2 plotted the results and calculated the average and standard deviation from 500 trials of the simulation, as shown:

Next, your friends calculated a confidence or compatibility interval for the average delay time using the following formula:

Interval = Sample Estimate ± 2 * Standard Deviation of trials
[Item e02]

QUESTION
Your friends agreed to use 1.85 for the Standard Deviation of trials but disagreed on the Sample Estimate.
Friend 1: “The sample average of 6.35 minutes should be used.”
Friend 2: “The average of the 500 bootstrap trials, 6.10 minutes, should be used.”

Which friend do you agree with? Why?
(reminder of research question)
What is the average delay time for all Delta Airlines flights leaving MSP airport in 2019?

[Item e03]

QUESTION
To answer the research question, Friend 1 wanted to report the interval they calculated.
However, Friend 2 said, "You don't need an interval to answer the research question. You can report the average of the 500 bootstrap trials."

Do you agree with Friend 2? Why or why not?
QUESTION
Suppose a third friend saw the plot of 500 trials and raised a concern.
Friend 3: “The average of 6.10 from the bootstrap trials is different than the sample average of 6.35. When these two averages are different, this suggests the bootstrap average is more trustworthy than the original sample average.”

Do you agree with Friend 3? Why or why not?
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Now consider four different groups of friends, where each group runs the bootstrap simulation a different number of times. Group 1 uses 100 trials, Group 2 uses 500 trials, Group 3 uses 1000 trials, and Group 4 uses 5000 trials. Each set of results is shown as follows:
QUESTION
Consider the results from the smallest number of trials (100). Was there something gained by the other groups running more trials? If so, what did they gain and why? If nothing was gained, why not?
(reminder of research question)
What is the average delay time for all Delta Airlines flights leaving MSP airport in 2019?

QUESTION
Since this was only one study your friends wanted to do a replication study with the same sample size, to verify their results.

Friend 1: "We should randomly sample another 150 departures and analyze them the same way we analyzed the original sample."
Friend 2: "We can also run our bootstrap simulation again with the data we already have, as that is as good as a replication of the study."

Is the approach by Friend 2 a valid way to do a replication study? Why or why not?
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Follow-up
The next three questions ask you to consider three hypothetical issues about the data. When answering each question, only consider the ONE specific issue discussed in the given question.
(reminder of research question)
What is the average delay time for all Delta Airlines flights leaving MSP airport in 2019?

[Item e07]

QUESTION
Suppose that only morning departure times (in the range of 5am – 12pm) were included in the sample.

Given the bootstrap simulation that was run, could your friends still provide a valid answer to the research question? Why or why not?
(reminder of research question)
What is the average delay time for all Delta Airlines flights leaving MSP airport in 2019?

**QUESTION**
Suppose there was concern that the size of the original sample was too small.

Did the fact that your friends ran many trials of the bootstrap simulation create a larger sample size for the study? Why or why not?
(reminder of research question)
What is the average delay time for all Delta Airlines flights leaving MSP airport in 2019?

[Item e09]

QUESTION
Suppose that the flight tracker at MSP airport was found to be faulty. It consistently recorded departure times as being later than it should have.

Given the bootstrap simulation that was run, could your friends still provide a valid answer to the research question? Why or why not?

To submit your responses and to be taken to the extra credit page, please click the arrow in the lower-right corner.
Appendix C: Interview Notes and Instrument Changes

Appendix C1: Complete interviewer notes

Unedited interviewer notes are shown for the twelve interviews below. Notes were typed by the interviewer during and after each interview. Comments in single quotes are additional interviewer thoughts regarding instrument changes or side comments about the interviewee.

Interview 01
Overall: ~5 minutes per question; Only made it through end of NHST; all items seem to get at intended idea, though sample size item seemed to bring in distracting issues;

- Word “diastolic”
- Sorting between negative and positive sample values in fish oil situation
- Recognition of answer on NHST Q1: ~5 minutes; INTENDED idea
- LONG reasoning process on NHST Q2: ~ 5 minutes; INTENDED idea, just a long response process
- NHST Q3: Trying to bring in the observed result of 7.7 already, even though that hasn’t been incorporated yet in this question; INTENDED idea, with a long answer that technically answered the next questions; ~ 5 minutes
- NHST Q4: relied on “definition of p-value”; tried to explain Research 1’s perspective, but couldn’t; CORRECT answer, not necessarily intended idea; ~ 5 minutes
- NHST Q5: INTENDED idea? (“this question may be redundant with Q4 for the purposes of this instrument”) had the correct idea with Possible answer 1, but was trying to understand the logic of Possible answer 2; tried to reconcile why the wrong answer was proposed; ~ 5 minutes
- NHST Q6: sample size vs. trials; spent long time deliberating between these pictures; but in the end, seemed to get INTENDED idea!
- NHST Q7: was able to separate simulation from real experiment; BUT, had to ask to verify that the random assignment was used in the original experiment, which is not stated in the question; INTENDED idea; drawn-out reasoning process, as intended, but time-consuming
  ‘Change to consider: change Researcher 1’s assertion to “…it should not affect the conclusion.”’
- NHST Q8: INTENDED idea at first; brought in other issues about sampling and where the sample came from; external validity; focused on the PROBLEM of a small sample size, and less on the trials vs. sample size, though they did recognize it
  ‘Consider change: “Do you agree that running more trials of the simulation can overcome a small sample size?”’
- NHST Q9: INTENDED idea; did focus on how the simulation was one thing and the original data were another;
- NHST Q10: INTENDED idea;

- Overall: hadn’t thought about some researchers reactions; trying to understand why the wrong researchers were making the choices they made; because of 5261, spontaneous
answers came to mind, because of practice; many of the questions might be confusing for those who don’t have practice answering those questions, e.g., NHST Q1;

**Interview 02**
- Got confused on first page; didn’t notice that there weren’t any questions on that page; kept trying to process the text
- NHST Q1: MISSED intended idea? Misread question?
- NHST Q2: confused; had difficulty differentiating between NHST Q1 and Q2; MISSED intended idea? ‘Q1/Q2 may be a problem
- NHST Q3: Wrong answer, but can’t tell if it’s due to MISSING the intended idea or something else;
- NHST Q4: Not sure of their reasoning; seems off, even though they agreed with the correct answer
- NHST Q5: Wrong answer but INTENDED idea?
- NHST Q6: missed the negative in the average of trials in Team 3; more deliberation than on other questions; Team 3, because closer to 0 and other intangibles of being “balanced”
- NHST Q7: Part way on INTENDED idea? Faster reaction than on other questions
- NHST Q8: Generally correct idea, but part way on INTENDED idea? Faster reaction than other questions; mixed up sample and population;
- NHST Q9: Questioning the idea of a faulty device with the observed data; correct answer; considered the OTHER question as part of this problem; i.e., they took Q7, Q8, and Q9 into account all at once in answering Q9; (‘Proposed change: somehow “delink” the implications of each concern in each of Q7, Q8, and Q9’)
- NHST 10: Correct answer, mostly INTENDED idea;

- Situation: 6 minutes and 35 seconds, instead of 6.35 minutes;
- Thought the plot indicated that planes were mostly EARLY (because of so many negative values)
- Est 1: more hesitation than on other questions; wrong answer, wrong idea?
- Est 2: Noticed similarly to NHST situation; had trouble differentiating between Est 1 and Est 2, as in the NHST parallel;
- Est 3: wrong answer, not quite the intended idea?
- Est 4: paused on what Friend 1 was doing with the interval; ideas of sampling variability; correct answer, but MISSED intended idea about sim-as-hypothetical
- Est 5: correct answer, used words to indicate idea of simulation, but not quite the right reasoning
- Est 6: drawing on their answer from NHST; FORGOT THE SAMPLE SIZE and was trying to refer back to it; more deliberation than on other questions;
- Est 7: Referred back to NHST section; correct idea, INTENDED idea;
- Est 8: Emphasized the sample size itself; MISSED idea; (‘Proposed change: “Does running **trials** overcome the low sample size…”’
- Est 9: Referred back to NHST section; linked all concerns Est 7, Est 8, and Est 9 together; seemed to gloss over the issue itself for the bigger picture of all three concerns presented;
- Est 10: Disagreed with BOTH! Took the concerns from Est 7, Est 8, and Est 9 as TRUE, and therefore disregarded an exact replication (‘Proposed change: move Est 10 and NHST 10 to be PRIOR to the three concerns’); but in general, did not show the misconception;

- Overall: would not have been able to answer the questions without taking the stats class that was taken;

**Interview 03**
- Est Q1: a reaction, incorrect, MISSED idea?
- Est Q2: more reasoning than NHST Q1, incorrect, MISSED idea? (‘Proposed change: Est Q1 and Q2 and NHST Q1 and Q2 seem to be really slowing interviewees down’)
- Est Q3: hard to follow reasoning, bringing in many unrelated ideas
- Est Q4: can’t remember the RQ; (‘Proposed change: Friend 1’s answer didn’t match participants expectation of how to answer the RQ, so they went with Friend 2; thus, Friend 1’s answer should be changed so that it actually answers the research question’)
- Est Q5: MISSED idea? focused on something about a margin or interval
- Est Q6: brought in a number of issues, part of answer might be toward intended idea, but hard to tell;
- Est Q7: INTENDED idea, correct answer;
- Est Q8: mostly intended idea, but focused on sample size need; focused on authority of teacher (‘Proposed change: change Teacher to someone else’)
- Est Q9: INTENDED idea, correct answer
- Est Q10: focused on problems with data; (linkage of previous questions to this one)

NHST intro section: had to verify what positive and negative meant after seeing the sample data
- NHST 1: recognized situation from in class, which led to answer; mixed up this simulation with the last simulation;
- NHST 2: trying to predict how they would answer the research question before seeing any further information needed to do so;
- NHST 3: focused on lack of an interval as reason;
- NHST 4: bringing in compatibility interval in lieu of p-value, led to wrong answer;
- NHST 5: not remembering p-value, which was not formally covered in this person’s class;
- NHST 6: focused on size of compatibility interval;
- NHST 7: INTENDED idea, correct answer;
- NHST 8: focused on sample size itself and not on role of simulation, which implicitly gets at INTENDED idea;
- NHST 9: correct answer, but not necessarily addressing the role of simulation;
- NHST 10: correct answer, but bringing in Supervisor’s concerns, seemed to focus on wrong idea; focused on sample size overall

**Interview 04**
Overall: high level of experience and correct thinking leading to longer response times and breaking of items; item suggestion: sample size (NHST9) may just need to be more direct, e.g., “Does running many trials of the simulation help increase the sample size to address this concern?”

“Diastolic” tough word;
Double checking what positive and negative values mean
NHST1
INTENDED idea; correct; how they answered this question invoked NHST2; NHST1 and 2 may be inseparable questions in some minds, indicating it might not be worth asking both;
NHST2
INTENDED, correct.
NHST3
Interesting interpretation; interesting paths of reasoning; something about this item and the suggestion of Researcher 1 may be inputting ideas into people’s brains they hadn’t thought of
NHST4
Good ideas, correct, INTENDED idea
NHST5
Focused on p-value definition;
NHST6
“More simulations, more data”; (I would like to probe more into what is meant by “data” in these thoughts; “data” seems to be generally used term.); fascinating answer; wanting to publish all four teams; BROKE ITEM PARAMETERS (‘given the knowledge and experience of this participant, that might not be reflective of the target population, but it indicates that the item; if anything it shows the bounds of interpretation’)
NHST7
Sophisticated response, INTENDED idea; expanded beyond the correct answer to a more sophisticated design (‘participant’s high level of experience seemed to break item parameters again’)
NHST8
INTENDED idea; correct
NHST9
Invoked sophisticated idea about representativeness; didn’t quite get at intended idea; had some other ideas about what simulation could be helpful fo
NHST10
BROKE ITEM PARAMETERS by picking apart “consistently higher reading” -> used that as a way to address the confound with additional work by the researchers;

Airplane situation: spent much time dissecting the skew and what it meant.

Est1
Invoked sophisticated idea, not quite intended idea; focused on sampling with replacement as mechanism, not quite on the conceptual path; tripped up on the assumption about “variability”;
Interview 05
Overall:
- First two questions in both sections created lots of difficulty;
- Having a missed focus on Est1 may disrupt to ability to answer Est2; ‘difference of only 0.04 between 6.35 and 6.39 seems to cause a focus on the choice between the numbers not mattering, which is NOT the point of the question; may need to either change the numbers OR simply point out bootstrap average vs. sample average in generality; the point is to attend to the idea of sim vs. real average, not 6.35 vs. 6.39 as numbers themselves;
- At multiple points, DID correctly state assumption needed for Est1 and 2 that bootstrapping assumes the sample is a stand-in for the population

Est1
No immediate answer; not on intended idea; ‘This question perhaps could be simplified. Perhaps: What is the simulation designed to model?’

Est2
Not on intended idea; focused on sampling; focused on the skew of the graph; word “assumption” lead to distraction about assumptions of linear regression

Est3
Minimal difference in 6.35 and 6.39 led to increased disregard for the need for the question. INCORRECT ANSWER WITH INTENDED IDEA (prioritized bootstrap average as having more samples)

Est4

Est5

Est6
Eventually got a correct idea (about smoothing out shape of distribution) after probing; initially focused on precision

Est7
Sample size focus

Est8
(‘Both this and Est10 may not be leading participants to attend to the simulation aspect; there may be a more direct way to ask this: E.g., did the bootstrap sim alleviate this concern?’)

Est9
Focused on a variety of unintended issues, and then INCORRECT INTENDED IDEA emerged with probing
(‘This question may need to be more direct: Suppose the researchers want a larger sample size for their study. Researcher 2 suggested: Let’s run more trials of the bootstrap simulation increase the sample size.’ Do you agree the suggestion of Researcher 2? Why or why not?’)

Est10

N1
Word “assumption” causing problems;

N2
N3
Skipping beyond question to discuss confidence interval calculation; had to be prompted to answer question as stated
N4
Thought that we were bootstrapping, which seems to have led to a different thought process

**Interview 06**
Assumed the graph may need to be memorized; spent extra time on it.
‘Add “minutes” to 6.35 in the description of the simulation.’
‘Add “minutes” to interval in E4.’
‘Add “Using the formula above, Friend 1 calculated…” in E4’
They want the RQ box on each page to be shown more as a reminder, instead of appearing like a new RQ
‘Consider making bootstrap average further away from the sample average; the tiny difference of 0.04 as not really mattering was noted by this participant.’
Participant appeared to confuse sample units vs. trials, particularly when interpreting graphs.

E1
NOT on intended idea; began to get closer to intended idea with probing about knowledge of bootstrapping
E2
Partially answered E2 while considering E1; vague language that is generally correct, but not quite on intended idea;
E3
ON INTENDED IDEA AND INCORRECT! Bootstrapped average is viewed as better; it seems participant is mixing up the sample graph with the trial graph
E4
Apparently on intended idea; concerned about width of interval
E5
Interesting idea: connecting how bootstrapping results are representative of sample data;
INCORRECT, SOMEWHAT ON INTENDED IDEA: 6.39 touted as more accurate; tiny difference in values noted
E6
Hard to tell if on intended idea or not;
E7
Expressed difference between simulation studies vs. replication studies; correct idea, apparently on point;
E8
Correct. Not on intended idea; ‘This item seems to immediately cue participants that there is a problem with the data, and the idea that the simulation may play a role in alleviating the problem does not seem to be considered. I think I would like them to at least consider this possibility, which the current phrasing doesn’t seem to initiate.’
E9
On generally intended idea suggesting that this participant does not hold Panacea misconceptions; correct.
E10
Idea about quantifying the device error; ‘I would like participants to focus on the role of the simulation, but that doesn’t seem to be considered directly;’

Interview 07
Overall:
Wasn’t sure if they needed to memorize graph or not.
‘Consider moving N5 to another page, to prevent influence on N4.’
Was concerned that RQ didn’t address the specific population (“males”); ‘consider removing all demographics in research situation introduction and making a nationally-representative sample’
‘Consider adding on the two situation pages: “You do not need to memorize this graph”.’
Minor difference between 6.35 and 6.39 factored into E3 answer. ‘Pick a more discrepant trial average.’

N1
Was curious about number of trials in lead up to this item.
Questioned the “correctness” of the simulation.
Not on intended idea.
N2
Vague.
N3
Wasn’t sure whether to “trust” the simulation or not.
Went down a deduction path questioning why the simulation did what it did in the first place.
N4
Was hesitant to agree with either researcher, due to lack of knowledge.
N5
Suggested that N5 might have informed how they answered N4, had they scrolled down further to see N5 while answering N4.
N6
Minor issue with word “where”.
Tried to bring in context knowledge about blood pressure to interpret the averages of the trials.
N7
Focused on need for not-males (‘RQ didn’t specify population, but study focused on males’).
N8
N9
N10

Est situation:
Concerned that RQ is focused on “delays”, but technically, not all flights are delayed.
‘Perhaps rewording is needed’
E1
Didn’t know. Not on intended idea.
E2
Somewhat closer to intended idea.
E3
Hung up on word “interval”.
E4
Used information from this, E4, to consider going back to change E3. Not really on intended idea.
Since the formatting Friend 2’s response more closely matched the research question format, they disregarded the interval.
E5
Concerned about multiple aspects in Friend 3’s answer that could lead to someone only partially agreeing with Friend 3’s assertion.
E6
Concerned about sample size differences between this section and the last section. Fascinating misinterpretation of why different numbers of trials are appropriate for different sample sizes.
E7
Concerned about “sample adequacy”.
Was confused by who “friends” were (i.e., Friend Group? The original friends?)
E8
Mixed up details of the study in answering.
E9
On intended idea!
E10
On intended idea!

Interview 08
Overall
“Diastolic” tough word
Thought the RQ on the introductory page was a question.
Participant did not seem to have experience with randomization tests, leading to difficulty in reasoning through NHST questions;
CHANGE “10 QUESTIONS” to “9 QUESTIONS” in the two section intros!
Add “Why or Why not” to N8

N1
Either not on intended idea, OR, on intended idea but incorrect.
Questioned the correctness of the procedure; ‘Participant may not have experience with randomization tests; they referred to the procedure as “bootstrapping”’
N2
Indicated that they didn’t have experience with “graphs”; not quite on intended idea;
N3
Forgot what a low p-value meant
N4
Was thrown by the inconsistent pattern in the p-value;
N5
On intended idea, but lack of understanding of randomization test seems to be interfering with answers;
N6
Misunderstood what replication meant in this setting; on intended idea with incorrect thinking, potentially;
N7
Brought in more sophisticated ideas about controlling for variables;
N8
No explanation, as question was missing “Why or why not?”
N9
Brought in idea about “ethics”;
E1
On intended idea with apparent misconception!
E2
Prioritizing the simulation! Some misconception about bootstrapping present; potentially on intended idea;
E3
Flagged the word “certain” and that dissuaded the participant away from the wrong answer;
E4
Maybe on intended idea;
E5
Might be on intended idea;
E6
Submitted unintended answer and then spoke intended answer after clicking past the page; they DID provide the correct answer;
E7
E8
On intended idea;
E9

Overall reactions:
Noticed ideas about replication and validity;
Thought some of the information was superfluous, e.g., 2019;
Had headache;

Interview 09
Overall
Seemed to respond well to the idea of “friends” being part the characters in the Estimation situation;

Intro
Paused on 6.35 minutes (Questions 6.35 minutes vs. 6 minutes and 35 seconds)
Began taking paper notes
Looking for correspondence between research question and sample of data
Questioning whether 2019 is needed, but seems to support including it

E1
Mostly on intended idea, correct idea;
Would like to draft answer and then come back to it after learning what the other questions are;

E2
Would like to consult a textbook to answer this question; on intended idea, correct idea;

E3
After reading this question, they wanted to go back and change E2; worked back from Friend 1’s interval to verify that 6.35 was used as the sample estimate;
Participant flagged “certain” in Friend 2’s answer; ‘consider removing “certain” from their answer’

E4
Thought 6.10 was “significantly enough lower” to do “more testing” to evaluate the difference between 6.10 and 6.35;
‘Consider changing “trust” to something else in this item; e.g., “accuracy”

E5
‘Consider changing to something like: Is there anything gained by using a larger number of trials? If so, why? If not, why not?’

E6
Remembered Friend 2 as being overly confident about 6.10 as answer to RQ, and thus Friend 2’s replication approach surprised them; on intended idea, correct idea;

Didn’t want to agree with either; didn’t want to replicate the same experiment as they thought 500 trials wasn’t enough

‘Consider changing to: “Which of the two approaches would you prefer to use for a replication study? Why?” This prevents disagreeing with both, forcing a choice, even if the approach isn’t perfect from their perspective’

E7
Seems on intended idea;

E8
Recalled (perhaps incorrectly) that bootstrapping is used for instances of a small sample size;
‘Consider changing to something else; the idea of using bootstrapping for small samples might be interfering with the intended idea of trials vs. sample size; maybe something like, “There was desire to get a higher sample size for the study. Would the fact that many trials were…”’

E9
Focused on word “consistently”;

Intro
Identified small sample size;
Questioning the accuracy of the simulation; participant does not seem to recognize that this is a randomization test, leading to confusion about why the simulation was set up the way it was;

**Interview 10**

Overall

Needed some coaching to overcome anxiety on answering questions; was told to just focus on reactions to questions and not on trying to come up with full-fledged answers;

Had to take phone-call partway through that involved good news and personal health information;

Looked up information multiple times; CONSIDER RECOMMENDING TO NOT LOOK THINGS UP DURING ACTUAL INSTRUMENT DISTRIBUTION

E-Intro

Paused and cued in positive- and negative-number convention in data;

Spent time looking up the name for a right-tailed distribution, but got on a tangent about right-tailed tests;

E1

On intended idea, apparently incorrect! (potential misconception demonstrated); thought this was a hypothesis test;

E2

Incorrect answer; potential misconception; said to take data from bootstrap sample, because it was randomized and there were more trials; ‘apparent misunderstanding’

E3

Questioned which average was used for Friend 1’s calculation, which seemed to add difficulty to answering item; since they thought 6.10 was the correct sample estimate to choose, they questioned the interval from Friend 1, as Friend 1 used 6.35.

ADD RQ TO E3 PAGE!

E4

Not on RWC, but good thoughts provided

E5

Thought more trials better; looked up information about bootstrapping to answer questions; SCRAP THIS WORDING, NOT ELICITING WHAT I WANT

E6

On intended idea, correct;

E7

Questioned whether bootstrapping might help, but ultimately landed on correct answer;

E8

On intended idea, initially correct, but questioned what sample size meant; searched for question/answer on internet directly; ultimately seemed to have correct idea;

E9

Wrong answer initially, AND THE INTENDED MISCONCEPTION!! (An interaction of the concepts of bootstrapping and confidence intervals.), but then got on an idea about adjusting the CI;

**Interview 11**
Overall
Reminder question: what class did you take? 5261?

Est Intro
Took note of negative and positive nature of values
E1
Some idea about randomizing things
E2
Questioned whether the early departures were included in the bootstrap trials graph
Noted that they didn’t remember this;
Wrong answer, INTENDED MISCONCEPTION, but may not have articulated that in their answer
E3
Correct answer; interviewer added extra question; explanation hard to follow;
E4
Correctly pointed out that we don’t know what the actual average is; correct answer;
Consider changing E4 by adding “…will tend to be more accurate than the sample average”, to this question, as it’s currently framed as an absolute.
E5
This new prompt elicited a much richer response than other versions of this prompt; both correct and incorrect ideas mixed together; generally, a correct answer;
E6
Somewhat agreed with Friend 2 but didn’t prefer it. Therefore, they held some degree of misconception, but still chose the correct answer;
Interviewer extra question about whether or not there is any validity to Friend 2;
Need to change Friend 2’s response: maybe something like “Is Friend 2’s approach a valid way to consider a replication study?”
E7
Correct answer
E8
Somewhat eliciting the misconception! Hard to tell what the conception of “sample” is in their hand;
E9
Correct idea, answer;

N situation
Slightly confused by positive and negative values
N1
Somewhat on correct idea, though they mainly restated the first sentence of the explanation; may need to eliminate the “random chance” explanation in instructions.
N2
Questioned what was done in the simulation, perhaps suggesting
Doesn’t appear to understand the purpose of the randomization simulation, which led to questioning, confusion; though, they somewhat communicated correct ideas about randomization; a bit of a hodge-podge;
N3
They questioned the fact why only trials larger than a value were taken; led to essentially a non-answer to this question; (they were likely thinking of a two-tail test and were thrown by a one-tail)

N4

N5

Took note of all results centering around 0; This new phrasing of the item seemed to work again; ALTHOUGH, they indicated misconception about centering on 0; then, wanted to go back and double-check the introduction and simulation; Is there a way to have the simulation available to them?

N6

INTENDED MISCONCEPTION

N7

Correct idea

N8

Correct idea; apparently clearer answer here than on E8; some study design misconception shown

N9

Correct idea;

**Interview 12**

Overall

Didn’t type answers to all questions, though did speak answers to all questions;

Felt like they forgot a lot;

Was questioning whether a back-button was needed; resolved by the RQ being at the top of the page;

N_intro

Went back to verify positive and negative value meaning

N1

Might be on intended idea; focused on bias, which may indicate real-world misconception;

N2

Focused on shape of distribution; correct answer, but not necessarily on correct idea;

N3

Introduced some incorrect idea about repeatedly running the simulation and sample size; incorrect thinking

N4

N5

Focused on reduction of p-value for more trials AND focused on shape of distributions; generally on correct idea

N6

Right answer with wrong argument; focused on removing bias with a new sample;

N7

Confused on the role of randomly assigning values, indicating not understanding the original purpose of the randomization; still, correct answer;

N8
Instinctively correct answer, but they couldn’t explain why;
N9
Correct idea; brought in sophisticated thoughts about accounting for the consistency in the measurement flaw;
E_intro

E1
Not quite on correct idea;
E2
Correct answer at first, then silent, then chose incorrect answer, focusing on comparing things to the interval;
E3
Incorrect answer;
E4
Completely unsure at first; wasn’t sure to the extent that differing values was a problem;
E5
Generally, on correct idea;
E6
Same general answer as N6
E7
Correct idea;
E8
No idea for an explanation
E9
Same answer as N9
Appendix C2: Instrument changes throughout interviews

Changes to the 1st generation of the instrument

6/25/2020

After three interviews, the following changes were implemented

- Reordering items:
  - N07 -> N08
  - N08 -> N09
  - N09 -> N10
  - N10 -> N07
  - Est07 -> Est08
  - Est08 -> Est09
  - Est09 -> Est10
  - Est10 -> Est07
  - Reason: to prevent the idea of data problems from biasing participants on thinking about a replication study; some participants thought the data were invalid from earlier items, and thus, the replication study was dismissed; moving the replication item before the hypothetical data concerns should prevent this dismissal

- Adding page break after each old N07-N09 and Est07-Est09
  - Each of the above items on their own page
  - Reason: to limit the amount of inter-item conceptual linking and to reduce the number of words on a page; this should help separate the ideas of each item, by containing them to a single page

- Rewriting old N07-N09 and Est07-Est09 to NOT have an authoritative actor
  - “Supervisor” and “Teacher” removed
  - Reason: Undue authority may be given to these actors, causing the participant to disregard the reasoning from the subordinate, as demonstrated by one participant

- Adding “Research Question” to the top of each page on Qualtrics
  - Reason: participants wanted to refer back to the research question, which was mostly only presented on the first page of each section

- Rewriting the focus of old N08 and Est08
  - Changed text in the prompt to explicitly ask participants to address simulation trials vs. sample size
  - Reason: all participants seemed distracted by or fixated on the idea of a “small sample size”, which appeared to lead them away from discussing the intended topic of the question

- Rewriting old N07-N09 and N07-N09 in general
  - Changed the text given the above issues and to simplify wording
Reason: the above issues need addressing and other rewording should help improve flow of these items

6/29/2020

From Bob’s feedback:

- Minor rewrite of Est10 to increase parallel nature with N10
  - Removed word “much” from old Est10

Following implementation of the above changes from 6/26 and 6/29, the interview instruments will be renamed as follows:

- instrument_interview_A1 > instrument_interview_A2
- instrument_interview_B1 > instrument_interview_B2
- instrument_interview_C1 > instrument_interview_C2
- instrument_interview_D1 > instrument_interview_D2

Changes to the 2nd generation of the instrument

7/8/2020

Proposed changes to consider:

- I propose eliminating n/est02:
  - From a test blueprint standpoint, the RWC numbers work out fine:
    - Without n/est02:
      - Process: 4 (2 shared with Panacea)
      - Product: 3
      - Panacea: 4 (2 shared with Process)
  - From a think-aloud standpoint, these questions seem to have caused the most trouble and participants have not quite been on the intended idea; one participant couldn’t even distinguish between n01 & n02 (and est01 & est02)

- Combine n/est01 and n/est02 into one question:
  - The goal should be to focus on the RWC of PROCESS (with the PRE of Purpose)

A general question could be this, but it’s TOO vague: Consider the specific steps of the simulation above. How does running this simulation help answer the research question?
Instead, a more-assumption based item, like the original iteration of n/est01 could be used, with slight rewrites:

N01: Consider the steps of the simulation above. What assumption about the effect of fish oil relative to soybean oil is the simulation designed to model?

N01: How does running the simulation above allow the researchers to say whether the effect of fish oil is different from soybean oil?

N01: Consider the steps of the simulation above. Why is this particular simulation appropriate for answering the research question?

N01: What does this simulation assume to be true about the effect of fish oil vs. soybean oil, such that the researchers can answer the research question?

Est01: Consider the steps of the simulation above. What assumption about the sample and the population from which it came is the simulation designed to model?

Est01: How does running the simulation above allow the researchers to estimate the uncertainty in the sample average of 6.35?

Est01: Consider the steps of the simulation above. Why is this particular simulation appropriate for answering the research question?

Est01: What does this simulation assume to be true about the sample, such that the researchers can answer the research question?

- n/est08: Suppose there was a confounding variable in the study. Suppose that all of those in the fish oil group were taking a blood pressure medication, while all of those in the soybean oil group were not.
Since each trial of the simulation randomized blood pressure values between the two groups, does the running the simulation still allow the researchers to provide a valid answer to the research question? Why or why not?

- n/est09: Suppose there was concern that the sample size was too small.

Is running the simulation more times a valid strategy for increasing the sample size for the study? Why or why not?

- n/est10: Suppose that the medical device for the soybean oil group was found to be faulty. It gave consistently higher readings than it should have.

Does running the simulation still allow the researchers to provide a valid answer to the research question? Why or why not?

7/15/2020 & 7/16/2020

Changes to be implemented in 3rd generation of instrument: see tracked-changes document of qualtrics_rwc_draft_master_edits_2020_07_15.

Summary:

- Added “Reminder of” to each additional page where the research question appeared, so as to not suggest a new research question was being considered on each page.
- Replaced n01/n02 with the following: “What is the purpose of randomization in the simulation (in terms of how it helps you answer the research question)?”
- Replaced e01/e02 with the following: “What is the purpose of resampling in the bootstrap simulation (in terms of how it helps you answer the research question)?”
- Rewrote study text for NHST to avoid specific demographics.
  - Focused on general “population of interest”, with “random sampling” to eliminate any concern about generalizability
o Per the above change, also changed the research question to include “in the population” to for a parallel reference to a population as is done in the Estimation research question.

o Also, removed the word “group” throughout research question to simplify wording.

- Added page break between n04 and n05, AND between e04 and e05.
  o One participant considered changing their answer to n04 after reading n05.
  o For parallel purposes and because of how e03, e04, and e05 are worded, potential influence of e05 for the prior two items could occur.

- Added “Note: You do not need to memorize this graph.” before the two sample graphs, as some participants weren’t sure if they would need the information later.

- Added “minutes” on lead-in text prior to bootstrapping algorithm to clarify the 6.35

- The bootstrap 500-trails average (changing from 6.39)
  o Multiple interviewees thought the minor difference in average times (6.35 from sample vs. 6.39 500 trials), so something needs to be done to remove focus on the small difference and more the fact there’s any difference at all
  o Reran the bootstrap simulation with different seeds until a larger difference from 6.35 was seen:
    ▪ New 500 trial bootstrap mean = 6.10 minutes
    ▪ SD still = 1.85 minutes
  o Updated Est_Fig2 to show new bootstrap 500-trial average
  o Updated e03 to indicate 6.10
  o Updated numbers in e04
  o Updated the combination plot with the four friend groups to show the new simulated mean of 6.10 for the 500 trials

- Added “confidence or compatibility” to “…interval” in text preceding interval formula, as some participants weren’t sure what the generic “interval” meant.

- Intra-item parallel statement phrasing on e04
  o Two participants were thrown by simply reporting the interval. They didn’t think that answered the research question directly, whereas reporting the simulated mean of what used to be 6.39 was viewed as the answer.

- Item e05 rewritten:
  o Int07 thought multiple issues were present in the item.
  o Thus, the concern was simplified down, using the following wording:
    ▪ Suppose a third friend saw the plot of 500 trials and raised a concern.
      Friend 3: “The average of 6.10 from the 500 bootstrap trials is different from the sample average of 6.35. The fact that these two averages are different suggests we should not trust the sample average of 6.35.”
- Item n07/e07 text addition:
  o Added “with the same sample size”
  o The low sample size in n07 seems to have distracted a few participants. This text added to try to mitigate the concern about needing more participants JUST because of low sample size. Trying to emphasize what “replication” means, independent of adequate sample size.
  o The same text was added to e07 to keep things parallel.
  o e07 statement from Friend 2 also adjusted to include “random sampling” to reflect situation description and parallel phrasing in n07.

Changes to the 3rd generation of the instrument

- 7/20/2020
- Noticed two small problems with Generation 3 versions, after A3 was taken by an interview participant
  o Test and Section Intros should say “9 questions” instead of “10”.
  o N/Est08 should have “Why or why not?”

Changes to the 4th generation of the instrument

- 7/21/2020
- E3 Based on responses from Int08 and Int09
  o Friend 2’s response in E3: “We can just use the average of the 500 bootstrap trials. We can be certain that the average flight delay for all departures from MSP with Delta Airlines in 2019 was 6.10 minutes.”
    ▪ The word “certain” seems to be flagging the response for being wrong; while “certain” is technically accurate, it may be distracting from the intention of the item
    ▪ Possible new wording: “We can use the average of the 500 trials. The average flight delay for all departures from MSP with Delta Airlines in 2019 was 6.10 minutes.”
- E4 based on Int09
  o Friend 3’s statement in E4: “Friend 3: “The average of 6.10 from the 500 bootstrap trials is different from the sample average of 6.35. The fact that these two averages are different suggests we should not trust the sample average of 6.35.”
  o The difference in values caught Int09’s attention, but they gave a vague answer involving more testing
  o Possible new wording: “The average from the simulation is different than the average from the sample. In these instances, we …This suggests the bootstrap average of 6.10 is more accurate (less biased?) than the sample average of 6.35.”
- Or: “The average of 6.10 from the 500 bootstrap trials is different from the sample average of 6.35. When these two numbers are different, the bootstrap simulation is more trustworthy than the sample average.”

- E5 based on Int09 and others
  - It’s hard to tell how to score this item: unless participants say something blatantly wrong, then vague answers that are off-topic technically aren’t wrong, but that defeats the purpose.
  - Perhaps, new wording like, “What is gained by running more trials of the simulation, in terms of answering the research question?”
  - Upon further review, I plan to leave this question, as is.

- E6 from Int09:
  - Int09 didn’t agree with either, but preferred the correct answer.
  - Consider alternate wording from a preferential standpoint: “Which friend’s approach would you prefer to use? Why?”

- If E6 changes, then N6 needs to change accordingly:
  - “Which researcher’s approach would you prefer to use? Why?”

- E8 from Int09:
  - Int09 thought bootstrapping was intended to be used with a small sample size, thus, the idea of trials creating more samples was lost;
  - New possible wording: “Suppose your friends wanted a larger sample size. Would the fact that your friends ran many trials of the bootstrap simulation create a larger sample size for the study? Why or why not?”

- If E8 changes, then N8 needs to change accordingly:
  - “Suppose the researchers wanted a larger sample size. Would the fact that the researchers ran many trials of the simulation create a larger sample size for the study? Why or why not?”

- 7/22/2020
  - Changes implemented:
  - Page break between E2 and E3
  - E3 new wording:
    - Your friends also disagreed on how to answer the research question.
      Friend 1: “I calculated an interval using the formula. We can be 95% confident that the average flight delay for all departures from MSP with Delta Airlines in 2019 was between 2.65 to 10.05 minutes.”
Friend 2: “I looked at the average of the 500 bootstrap trials. The average flight delay for all departures from MSP with Delta Airlines in 2019 was 6.10 minutes.”

Given only these two options, whose answer do you prefer? Why?

- E4 new wording:
  - VERSIONS A/B/C/D:
    Suppose a third friend saw the plot of 500 trials and raised a concern.

    Friend 3: “The average of 6.10 from the bootstrap trials is different than the sample average of 6.35. When these two averages are different, the bootstrap average will be more accurate than the sample average.”

    Do you agree with Friend 3? Why or why not?

  - VERSION E:
    Suppose a third friend, after examining the plot of 500 bootstrap trials said the following.

    Friend 3: “The average of 6.10 from the 500 bootstrap trials is different from the sample average of 6.35. Since these two averages are different you must have done something wrong.”

    Do you agree with Friend 3? Why or why not?

- E6 new wording:
  - Since this was only one study your friends wanted to do a replication study with the same sample size, to verify their results. However, they disagreed on what to do.

    Friend 1: “We should run our bootstrap simulation again with the data we already have.”

    Friend 2: “We should randomly sample another 150 departures and analyze them the same way we analyzed the original sample.”

    Whose approach do you prefer? Why?
- Parallel wording for N6:
  o Since this was only one study the researchers wanted to do a replication study with the same sample size, to verify their results. However, they disagreed on what to do. Researcher 1: “We should randomly sample another 14 participants and put them through the same study that we just did.”
  Researcher 2: “We should run our randomization simulation again with the data we already have.”

  Whose approach do you prefer? Why?

- E8 new wording:
  o “Suppose there was concern that the size of the original sample was too small. Did the fact that your friends ran many trials of the bootstrap simulation create a larger sample size for the study? Why or why not?”

- Parallel change to N8:
  o “Suppose there was concern that the size of the original sample was too small. Did the fact that the researchers ran many trials of the simulation create a larger sample size for the study? Why or why not?”

Changes to the 5th generation of the instrument

Changes to consider:

7/28/2020

Overall, I think a version F (so, F6) could be beneficial where there’s a totally different version of the n/e_trials item:

- Wording A approximately asks, “Why might changing the number of trials be related to any of the differences shown above?”
- Wording B approximately asks, “Whose group would you choose, and why is there number trials appropriate?”
- As it stands, there is NO clear correct answer to either version.
- For Wording A, there are incorrect ideas that have been communicated (e.g., see Int03). Although, vague ideas have also been stated. These vague ideas may not technically be wrong, but they aren’t necessarily the point of the item. Thus, is the point to score “correct” for items that are “on point” or just “not technically wrong”? That doesn’t seem like an effective way to score an item.
- Similar difficulties exist for Wording B. See Int07 for an example of not technically being wrong, but not really being on point. This person’s answer
would be hard to score. What would getting “points” for this item mean? What is being measured?
- With Wording B, an idea that was stated multiple times was that there is a limit for “too many” trials, or that you can run a simulation too many times.
- Another consideration is that in EPSY 3264 [CATALST], typical trial numbers are in the hundreds, while in EPSY 5261 [Lock 5], THE typical trial number is 10,000.

One way around n/e_trials could be rephrasing as:

- Is there something being gained by the friend groups running more trials of the simulation? If so, what is it? If not, why not?
- Is there something being gained for the friend groups that more trials of the simulation than the others? If so, what is it? If not, why not?
- What is happening by running more trials of the simulation?
- Does running more and more trials of the simulation help answer the research question? Why or why not?
- Is running more trials of the simulation helping to answer…
- What is the minimum number of trials that seem necessary for answering the research question? Why this number and not something larger or smaller?
- Based on the figure, what is the minimum number of trials that should be run, in order to answer the research question?
- Is there anything that would be gained by running more than 5000 trials of the simulation? If so, what is it? If not, why not?

I think the following is the version of n/e_trials I want to try:

- Consider the results from the smallest number of trials, 100. Was there something gained by the other friend groups running more trials of the simulation? If so, what did they gain and why did more trials provide it? If nothing was gained, why not?
  (This might be easier to score than the other versions.)

Another one I like, much simpler:

- Is there any reason to run more trials beyond 5000? Why or why not?
  (This item might get at the same concept as the item above with an easier cognitive load to process, BUT, it might be harder to score.)

8/3/2020
For est_interpret, Int10 questioned which average was used by Friend 1. Given the numerical confusion, I propose to remove the numbers completely, and just focus on the issue of “interval vs. center”:
  - E.g., To answer the research question, Friend 1 began calculating an interval for the sample estimate. However, Friend 2 stopped them and said, “You don’t need an interval to answer the research question. You can answer the research question by reporting the average of the 500 bootstrap trials.” Do you agree with Friend 2? Why or why not?

- Make sure to add the RQ at the top of the page with est_interpret

- For est_replication, Int10 circled around each answer, potentially showing the misconception; but, they ultimately chose the correct answer, despite apparently holding the misconception.
  - I would like a way to rewrite n/est_replication without biasing participants away from the wrong answer and minimizing the chance they choose the wrong answer if they have the misconception
  - Potential new wording: “Since this was only one sample… Friend 1 suggested that they could rerun the bootstrap simulation Is this a valid approach for conducting a replication study? Why or why not?”

Changes to be implemented:

The following is being implemented on C5 in order to create version F6 for participant Int11

- Added research question reminder on page with est_interpret
- Changed est_interpret (current est_03)
  - “To answer the research question, Friend 1 wanted to report the interval they calculated. However, Friend 2 said, “You don’t need an interval to answer the research question. You can report the average of the 500 bootstrap trials.”
  
  Do you agree with Friend 2? Why or why not?”

- Change n/est_trials (current n/est_05)
  - Est_05: “Consider the results from the smallest number of trials (100). Was there something gained by the other groups running more trials? If so, what did they gain and why? If nothing was gained, why not?”
  - N_05: “Consider the results from the smallest number of trials (100). Was there something gained by the other teams running more trials? If so, what did they gain and why? If nothing was gained, why not?”

- Change n/est_replication (current n/est_06)
  - This reflects the original version of the replication item, but with fewer words and more focused on whether or not they agree with the wrong
answer (as opposed to choosing between answers, in case they don’t agree with either).

- Note that the Researcher and Friend ORDER IS THE SAME! (In all other questions, the order of answers for Researchers is flipped compared to the order of answers for the Friends.) Since this item as written does not flow as well if you reverse the order in which the statements appear, I’m opting to keep the order same. (It would also be distracting to put Friend 2 first or Researcher 2 first.)

- N_06: “Since this was only one study the researchers wanted to do a replication study with the same sample size, to verify their results.

Researcher 1: “We should randomly sample another 14 participants and put them through the same study that we just did.”

Researcher 2: “We can also run our simulation again with the data we already have, as that is as good as a replication of the study.”

Do you agree with Researcher 2? Why or why not?”

- E_06: Since this was only one study your friends wanted to do a replication study with the same sample size, to verify their results.

Friend 1: “We should randomly sample another 150 departures and analyze them the same way we analyzed the original sample.”

Friend 2: “We can also run our bootstrap simulation again with the data we already have, as that is as good as a replication of the study.”

Changes to the 6th generation of the instrument

Changes to consider:

- E4:
  - Change to “…will tend to be more accurate than the sample average.”, or “…is more likely to be accurate than the sample average.”
  - The absolute nature of the 6th Generation framing (“…will be more accurate…”) was flagged by Int11

- E6:
  - Int11 agreed with the misconception, BUT didn’t totally bite on that answer, because they preferred the correct answer
  - Consider changing to, “Is the approach by Friend 2 a valid way to do a replication study? Why or why not?”
- N1:
  o Int11 repeated “random chance” from the instructions as their answer; consider eliminating “random chance” in the instructions; OR, just accept that some people may provide cookie cutter answers
    ▪ I’m not going to change this, as this was the only instance of this occurrence, and it does signal that Int11 didn’t understand what the actual purpose of randomization was;

- NHST RQ
  o Int11 struggled with why only trials larger than a given value were being counted for the p-value
  o This seems to be one-tail vs. two-tailed confusion
  o Indeed, the p-value is calculated as one-tailed, but the hypothesis is two-tailed.
  o Consider changing RQ to be one-tailed
  o E.g., “Is there a larger reduction in average blood pressure for fish oil compared to soybean oil in the population?”

8/5/2020 Changes implemented:

- Change NHST RQ to, “Is there a larger reduction in average blood pressure for fish oil compared to soybean oil in the population?”
- Change E4 (Est_center) to, “…the bootstrap average is more likely to be accurate than the sample average.”
- Change E6 (Est_replication) to, “… Is the approach by Friend 2 a valid way to do a replication study?”
- Parallel change to N6 to, “… Is the approach by Researcher 2 a valid way to do a replication study?”
Appendix C3: Item history

NHST (n)

(item removed) (n) Assumption
  • Generation 1-2

What assumption about the effect of fish oil relative to soybean oil is the computer simulation designed to model?
  • Generation 3-7

n/a

Discussion: See n_purpose below.

(item removed) (n) RQ
  • Generation 1-2

How does the assumption you just discussed help answer the research question of whether there is a difference in the average blood pressure reduction between the two groups?
  • Generation 3-7

n/a

Discussion: See n_purpose below.

1. (n) Purpose
  • Generation 1-2

n/a

  • Generation 3-7

What is the purpose of randomization in the simulation (in terms of how it helps you answer the research question)?

Discussion: n_assumption and n_rq were eliciting unintended or vague responses. Some participants couldn’t distinguish between these two items. Since the original goal was to elicit ideas about the purpose of simulation, these two items were combined into
n_purpose. Responses were either more on the point of the purpose of simulation or easier to score as being wrong or not quite on point, relative to n_assumption and n_rq.

2. (n) Center
   - Generation 1-7

After seeing the distribution of 500 trials, Researcher 1 offered this observation: “Since the results center around 0, that suggests there is no difference in effect between fish oil and soybean oil in reality.”

Do you agree with Researcher 1? Why or why not?

Discussion: Item elicited responses that were on-point, vague, or off-point due to participant seemingly not possessing sufficient knowledge about a randomization simulation to have a clear answer to this item. This was apparent from several participants who disagreed with Researcher 1 (correct response) but gave vague off-point answers (incorrect or unclear reasoning). Such responses would likely either be scored as “0” or partial credit. For the participant who seemed to know the most about the instrument’s content, overall, their response was correct and on point. Since this item directly asks about the intended misconception, as worded, rewording to try to elicit more on-point incorrect answers does not seem worth the extra time and investment for this instrument. Given that Phase II participants will have just seen the relevant course information for this item, the issue of lacking sufficient awareness about a randomization simulation is more likely to be addressed, such that there will be fewer off-point, vague responses.

3. (n) Calculate
   - Generation 1-7

The researchers agreed to calculate a p-value but disagreed on the procedure.
Researcher 1: “Start at the average of the 500 trials, and then calculate the proportion of all trials larger than that.”
Researcher 2: “Start at the sample average difference of 7.7, and then calculate the proportion of all trials larger than that.”

Which researcher do you agree with? Why?

Discussion: Two ideal correct responses were elicited, as well as other incorrect responses that seemed fairly clear in the misconception that the participant had. No wording or other problems with this item observed based on responses. Predicted mild difficulty in scoring some responses with incorrect reasoning.

4. (n) Interpret
• Generation 1-7

Researcher 2 calculated a p-value of 0.014. However, Researcher 2 was unsure of how to answer the research question.
Possible answer 1: “The low p-value indicates that an average difference of 0 is not supported. There is evidence for a difference between the groups.”
Possible answer 2: “The low p-value indicates that the sample average difference of 7.7 from the data is not supported. There is no evidence for a difference between the groups.”
Which answer do you agree with? Why?

Discussion: Correct responses were a mixture of clear, ideal explanation and cookie-cutter p-value interpretations. The only incorrect response was from a participant who had forgotten how to interpret p-values.

5. (n) Trials
• Generation 1-5

Consider the differences in the four sets of results above. Why might changing the number of trials be related to any of these differences?
OR
If you had to choose the results from one team to use, which team would you choose? For the team you chose, why is their number of trials appropriate for answering the research question?

• Generation 6-7

Consider the results from the smallest number of trials (100). Was there something gained by the other teams running more trials? If so, what did they gain and why? If nothing was gained, why not?

Discussion: Responses are all over the map. For the “choose” version, two answers are clearly on point, but in general, this might be a hard item to score. The issue is that there are multiple correct selections, thus scoring for conceptual accuracy requires a clear explanation. The type of ideal explanation might be too difficult for the target population. One participant broke the item, as well, by choosing all four sets of results. Responses to the “differences” version were off point, both probably scored as “0”. I think the “gain” version is more directly worded toward what I want to elicit. The two responses were mixed; one was on point and one was non-specific. I contend it might be worth choosing the “choose” version, because it did elicit some good responses. Versions of this item were also influenced to responses to the parallel estimation item.

6. (n) Replicate (in last position of this section only for Generation 1)
Since this was only one study the researchers wanted to do a replication study, to verify the results they just found. However, they disagreed on what to do.

Researcher 1: “We should recruit 14 new participants and put them through the same study that we just did.”

Researcher 2: “Collecting new participants is unnecessary. We can just run our simulation again, as that is as good as a replication study.”

Which researcher do you agree with? Why?

Since this was only one study the researchers wanted to do a replication study with the same sample size, to verify their results. However, they disagreed on what to do.

Researcher 1: “We should randomly sample 14 new participants and put them through the same study that we just did.”

Researcher 2: “Collecting new participants is unnecessary. We can just run our simulation again, as that is as good as a replication study.”

Which researcher do you agree with? Why?

Since this was only one study the researchers wanted to do a replication study with the same sample size, to verify their results. However, they disagreed on what to do.

Researcher 1: “We should randomly sample another 14 participants and put them through the same study that we just did.”

Researcher 2: “We should run our randomization simulation again with the data we already have.”

Whose approach do you prefer? Why?

Since this was only one study the researchers wanted to do a replication study with the same sample size, to verify their results. However, they disagreed on what to do.

Researcher 1: “We should randomly sample another 14 participants and put them through the same study that we just did.”

Researcher 2: “We can also run our simulation again with the data we already have, as that is as good as a replication of the study.”

Do you agree with Researcher 2? Why or why not?

Since this was only one study the researchers wanted to do a replication study with the same sample size, to verify their results.

Researcher 1: “We should randomly sample another 14 participants and put them through the same study that we just did.”
Researcher 2: “We can also run our simulation again with the data we already have, as that is as good as a replication of the study.”

Is the approach by Researcher 2 a valid way to do a replication study? Why or why not?

Discussion: Final version of item most directly addresses the misconception, without leaving space for unintended issues to be brought up as part of the answer. See parallel estimation item for the types of issues prior wordings were unhelpfully eliciting. The goal of this item is to address whether or not re-running a simulation is a valid form of replication. When choosing between two approaches, this issue may get lost in the situation. The one response to Generation 7 was fairly on point. Additionally, participants may not agree with either option, which occurred on least one item that required choice between two options. Forcing agreement with a statement, as opposed to two approaches more directly targets the issue, while still allowing participant disagreement with the approaches.

Changes to and maintain parallel phrasing with the equivalent estimation item also influenced this.

7. (n) Confound
   • Generation 1

Supervisor: “All of those in the fish oil group were taking a blood pressure medication, while none of those in the soybean oil group were taking any blood pressure medication.”
Researcher 1: “Since each trial of the simulation randomly assigned the blood pressure values to the two groups, the presence of the medication is not a problem.”
Do you agree with Researcher 1? Why or why not?

• Generation 2-7

Suppose that all of those in the fish oil group were taking a blood pressure medication, while all of those in the soybean oil group were not. Since each trial of the simulation randomly assigned the blood pressure values to the two groups, could the researchers still provide a valid answer to the research question? Why or why not?

Discussion: Once the “supervisor” character was removed, responses were on point and mostly clear, correct. No apparent issues with this item.

8. (n) Sample Size
   • Generation 1

Supervisor: “The sample size is only 14. This seems too small.”
Researcher 2: “The small sample size is OK, because we ran many trials of the simulation.”

Do you agree with Researcher 2? Why or why not?

• Generation 2-3

Suppose there was concern that the sample size was too small. Would the fact that the researchers ran many trials of the simulation address this concern about sample size?

• Generation 4-7

Suppose there was concern that the size of the original sample was too small. Did the fact that the researchers ran many trials of the simulation create a larger sample size for the study? Why or why not?

Discussion: The “supervisor” character created problems in Generation 1. The Generation 5-7 version is the most direct approach for the point of the item: whether or not trials are related to sample size. Responses to Generation 5-7 were mixed, limited. Responses to Generation 2-4 were mostly on point, but two of the three overemphasized external validity and sample size. See parallel estimation item for more discussion.

9. (n) Device

• Generation 1

Supervisor: “The medical device for the soybean oil group was found to be faulty. It gave consistently higher readings than it should have.”

Given the simulation that was run, can the researchers still provide a valid answer to the research question? Why or why not?

• Generation 2-7

Suppose that the medical device for the soybean oil group was found to be faulty. It gave consistently higher readings than it should have.

Given the simulation that was run, could the researchers still provide a valid answer to the research question? Why or why not?

Discussion: Once “supervisor” character was removed in Generation 1, responses to Generation 2-7 were reasonably on point and easy to score. One response invoked a sophisticated idea of accounting for the device difference by recalibrating the data, provided the effect of the device was consistent. No major problems expected with scoring.
ESTIMATION (e)

(item removed) (e) Assumption
• Generation 1-2

What assumption about the sample and its variability is the computer simulation designed to model?
• Generation 3-7

n/a

Discussion: There were no completely correct responses. Many good ideas were offered, but each slightly to moderately missed the point of the item. The word “assumption” threw off some participants. This item was removed in favor of combining with e_rq below, to make the e_purpose item to more directly address the purpose of the bootstrap simulation.

(item removed) (e) RQ
• Generation 1-2

How does the assumption you just discussed help answer the research question about the average delay time for all Delta Airlines flights leaving MSP airport in 2019?
• Generation 3-7

n/a

Discussion: One participant had trouble distinguishing this item from e_assumption above; they simply repeated their answer from e_assumption. No correct responses were given. A few real-world conflation misconceptions were seemingly apparent. In general, responses were not discussing what I was hoping they would. Given the struggles with e_assumption and similar item issues with n_assumption/n_rq, targeting the idea of this item seemed it would benefit from being rewritten into e_purpose below, with a more direct question about purpose.

1. (e) Purpose (though mislabeled as “e assumption” in response spreadsheets for int08 through int12)
• Generation 1-2

n/a
• Generation 3-7

What is the purpose of resampling in the bootstrap simulation (in terms of how it helps you answer the research question)?

Discussion: This item has two correct types of responses (mimicking resampling from the population, OR estimating variability). Only one of five responses was correct, and it addressed variability estimation. Other responses likely all would have been scored as ‘0’, and the types of ideas brought up easier to score as ‘0’ for this item, relative to e_assumption and e_rq. One real-world conflation misconception also seems to have been stated. Given the difficulty of eliciting a specific set of purposes for bootstrapping, this item seems fine for an open-ended initial instrument.

2. (e) Calculate
• Generation 1-2

Your friends agreed to use 1.85 for the Standard Deviation of trials but disagreed on the Sample Estimate.
Friend 1: “The sample average of 6.35 minutes should be used.”
Friend 2: “The average of the 500 bootstrap trials, 6.39 minutes, should be used.”
Which friend do you agree with? Why?

• Generation 3-7

Your friends agreed to use 1.85 for the Standard Deviation of trials but disagreed on the Sample Estimate.
Friend 1: “The sample average of 6.35 minutes should be used.”
Friend 2: “The average of the 500 bootstrap trials, 6.10 minutes, should be used.”
Which friend do you agree with? Why?

Discussion: The bootstrap simulation average was changed from 6.35 to 6.10 minutes, because some participants were noticing that the difference between 6.39 and 6.35 was too small, practically, to warrant any concern, throughout the estimation section (including item e_center). That distracted from the point of the item, which is to identify which average the participant thinks holds more “value”, to put it inexactly. Following the change to 6.10 minutes, only one response was correct with no clear explanation. However, two of the wrong responses exhibited the real-world conflation misconception very clearly, which is a good sign that this item is eliciting what is intended. This item seems to be functioning well.
3. (e) Interpret

Friend 1 calculated an interval of [2.65, 10.05]. However, Friend 2 argued that the interval was not needed to answer the research question.
Friend 2: “We can just use the average of the 500 bootstrap trials. We can be certain that the average flight delay for all departures from MSP with Delta Airlines in 2019 was 6.39 minutes.”
Do you agree with Friend 2? Why or why not?

Friend 1 calculated an interval of [2.65, 10.05] and answered the research question, as follows:
"We can be 95% confident that the average flight delay for all departures from MSP with Delta Airlines in 2019 was between 2.65 and 10.05 minutes."
However, Friend 2 argued that the interval was not needed, stating:
“We can just use the average of the 500 bootstrap trials. We can be certain that the average flight delay for all departures from MSP with Delta Airlines in 2019 was 6.10 minutes.”
Do you agree with Friend 2? Why or why not?

Your friends also disagreed on how to answer the research question.
Friend 1: "I looked at the interval I calculated. We can be 95% confident that the average flight delay for all departures from MSP with Delta Airlines in 2019 was between 2.65 and 10.05 minutes."
Friend 2: "I looked at the average of the 500 bootstrap trials. The average flight delay for all departures from MSP with Delta Airlines in 2019 was 6.10 minutes."
Whose answer do you prefer? Why?

To answer the research question, Friend 1 wanted to report the interval they calculated. However, Friend 2 said, "You don't need an interval to answer the research question. You can report the average of the 500 bootstrap trials."
Do you agree with Friend 2? Why or why not?

Discussion: In Generation 1-2, Friend 1’s answer wasn’t explicitly framed in terms of answering the research question while Friend 2’s framing was. This led two participants to choose Friend 2, simply because the research question was directly answered in the item. Thus, Generations 3 and later needed more parallelism between friend answers.
Responses to Generations 3-4 were OK. Generation 5 was attempted to simplify the item down to choosing between responses and to eliminate confusion from different sample estimate possibilities from e_calculate. For int10, for instance, they chose the wrong
value for the sample estimate (6.10), but knew that the interval from Friend 1 in e_interpret used (6.35). They did correctly choose Friend 1 with the confidence interval but hesitated, due to thinking Friend 1 used the wrong sample estimate. For Generation 6-7, the two responses were mixed. One response potentially exhibited a real-world conflation misconception in their interview text but not their typed response. The other response correctly chose the interval, but their explanation was conceptually inaccurate regarding statistics, generally. Since Generation 6-7 frames the issue most directly and avoids concern about what the participant chose in the prior item, e_calculate, I think this item is fine.

4. (e) Center
   • Generation 1-2

Suppose a third friend saw the plot of 500 trials and raised a concern.
Friend 3: “The average of 6.39 from the 500 bootstrap trials is different from the sample average of 6.35. This indicates we should not trust the sample data nor the sample average of 6.35.”
Do you agree with Friend 3? Why or why not?

• Generation 3-4

Suppose a third friend saw the plot of 500 trials and raised a concern.
Friend 3: “The average of 6.10 from the 500 bootstrap trials is different from the sample average of 6.35. The fact that these two averages are different suggests we should not trust the sample average of 6.35.”
Do you agree with Friend 3? Why or why not?

• Generation 5-6

Suppose a third friend saw the plot of 500 trials and raised a concern.
Friend 3: “The average of 6.10 from the bootstrap trials is different than the sample average of 6.35. When these two averages are different, the bootstrap average will be more accurate than the sample average.”
Do you agree with Friend 3? Why or why not?

OR

Suppose a third friend, after examining the plot of 500 bootstrap trials said the following.
Friend 3: "The average of 6.10 from the 500 bootstrap trials is different from the sample average of 6.35. Since these two averages are different you must have done something wrong."
Do you agree with Friend 3? Why or why not?

• Generation 7

Suppose a third friend saw the plot of 500 trials and raised a concern.
Friend 3: “The average of 6.10 from the bootstrap trials is different than the sample average of 6.35. When these two averages are different, the bootstrap average is more likely to be accurate than the sample average.”
Do you agree with Friend 3? Why or why not?

Discussion: As discussed in e_calculate above, the bootstrap simulation average was changed from 6.39 to 6.10 from Generation 1-2 to Generation 3-4, due to the original difference from the sample estimate of 6.35 being so small. Generation 1-2 responses contained evidence of some real-world conflation, as well as falsely mixing in other statistics concepts. No correct explanations were given. A response in Generation 3-4 suggested that “trust” was too strong a word: the participant said the sample average could still be trusted but that further testing was warranted. This indicated some misconception that might be better addressed with different item wording. There was one response from Generation 5 that used the “you must have done something wrong” version. The participant didn’t think the difference was notable. Since the purpose of the item is to address discarding the sample, the idea of “accuracy” was invoked for the other version of Generation 6 and of the only version of Generation 7. The only participant for Generation 6 offered a partial-credit response that wasn’t clearly on point. The only participant for Generation 7 admitted to having no idea.

My proposal for this item is to invoke trust, but to do so in a more direct, comparative manner:

“Suppose a third friend saw the plot of 500 trials and raised a concern.
Friend 3: “The average of 6.10 from the 500 bootstrap trials is different from the sample average of 6.35. When these two averages are different, this suggests the bootstrap average is more trustworthy than the original sample average.”
Do you agree with Friend 3? Why or why not?”

5. (e) Trials
• Generation 1-5

Consider the differences in the four sets of results above. Why might changing the number of trials be related to any of these differences?
OR
If you had to choose the results from one friend group to use, which friend group would you choose? For the friend group you chose, why is their number of trials appropriate for answering the research question?

• Generation 6-7

Consider the results from the smallest number of trials (100). Was there something gained by the other groups running more trials? If so, what did they gain and why? If nothing was gained, why not?
Discussion: Versions of this item were influenced by changes and responses to the parallel NHST version. “Choose” responses were mixed in terms of some being hard to score and some being clear, accurate responses. “Differences” responses were also mixed in terms of focusing on the intended idea vs. not and being easier or more difficult to score. In Generation 6-7, both “gain” responses were on-point and elicited what I was hoping for. However, one “gain” response was not clear from the typed response but well argued in the transcript. Similarly, no typed response was given for the other “gain” response but was nicely explained in the transcript. I think the “choose” phrasing is too difficult to score and the “differences” phrasing is too open-ended. I propose to stick with the “gain” phrasing.

Another issue with the “choose” phrasing is that the different trial numbers common to each class (typically 500 trials for 3264 [CATALST] and typically 10,000 trials for 5261 [Lock 5]) may heavily influence what trial amounts participants think are sufficient. I don’t want that issue to be the primary aspect of the responses. The “gain” phrasing avoids this issue.

6. (e) Replicate (in last position of this section only for Generation 1)
   • Generation 1-2

Since this was only one sample of data, your friends wanted to do a replication study to verify the results they just found. However, they disagreed on what to do.
Friend 1: “Collecting more data is unnecessary. We can just run our bootstrap simulation again, as that is as good as a replication study.”
Friend 2: “We should collect another sample of 150 departures and analyze it the same way that we analyzed the original sample.”
Which friend do you agree with? Why?

• Generation 3-4

Since this was only one sample of data, your friends wanted to do a replication study with the same sample size, to verify their results. However, they disagreed on what to do.
Friend 1: “Collecting more data is unnecessary. We can just run our bootstrap simulation again, as that is as good as a replication study.”
Friend 2: “We should randomly sample another 150 departures and analyze them the same way that we analyzed the original sample.”
Which friend do you agree with? Why?

• Generation 5

Since this was only one study your friends wanted to do a replication study with the same sample size, to verify their results. However, they disagreed on what to do.
Friend 1: “We should run our bootstrap simulation again with the data we already have.”
Friend 2: “We should randomly sample another 150 departures and analyze them the same way we analyzed the original sample.”
Whose approach do you prefer? Why?

• Generation 6

Since this was only one study your friends wanted to do a replication study with the same sample size, to verify their results.
Friend 1: "We should randomly sample another 150 departures and analyze them the same way we analyzed the original sample."
Friend 2: "We can also run our bootstrap simulation again with the data we already have, as that is as good as a replication of the study."
Do you agree with Friend 2? Why or why not?

• Generation 7

Since this was only one study your friends wanted to do a replication study with the same sample size, to verify their results.
Friend 1: "We should randomly sample another 150 departures and analyze them the same way we analyzed the original sample."
Friend 2: "We can also run our bootstrap simulation again with the data we already have, as that is as good as a replication of the study."
Is the approach by Friend 2 a valid way to do a replication study? Why or why not?

Discussion: Changes to and maintaining parallelism with the equivalent NHST item influenced this item’s trajectory. Per comments on the NHST item, the final version seeks to avoid situations where participants don’t agree with either approach, explicitly as stated. The one response to Generation 6 exemplifies the need for Generation 7 phrasing: the participant suggested that rerunning the bootstrap simulation was a technically fine way to do a replication, but that they preferred the (correct) approach of gathering a new sample. This was hard to tell based on the typed response alone. Thus, asking the direct question in Generation 7 about validity seems essential. Responses to earlier Generations were mixed, with some great responses both correct and wrong though clearly exhibiting real-world conflation, as intended. Other responses were a bit tougher to consider for scoring purposes.

7. (e) Confound
• Generation 1

Teacher: “Only morning departure times (in the range of 5am – 12pm) were included in the sample.”
Given the bootstrap simulation that was run, can your friends still provide a valid answer to the research question? Why or why not?
• Generation 2-7

Suppose that only morning departure times (in the range of 5am – 12pm) were included in the sample.
Given the bootstrap simulation that was run, could your friends still provide a valid answer to the research question? Why or why not?

Discussion: As in the case with NHST items, the authority figure was removed from Generation 1 to alleviate the influence from interpreting the power dynamics and simply the intent of the item. All responses clearly correct, regardless of Generation. No item problems observed.

8. (e) Sample Size
• Generation 1

Teacher: “The sample size is only 150. This seems too small.”
Friend 1: “The small sample size is OK, because we ran many trials of the bootstrap simulation.”
Do you agree with Friend 1? Why or why not?

• Generation 2-3

Suppose there was concern that the sample size was too small.
Would the fact that your friends ran many trials of the bootstrap simulation address this concern about sample size?

• Generation 4-7

Suppose there was concern that the size of the original sample was too small.
Did the fact that your friends ran many trials of the bootstrap simulation create a larger sample size for the study? Why or why not?

Discussion: As in the case with NHST items, the authority figure was removed from Generation 1 to alleviate the influence from interpreting the power dynamics and simply the intent of the item. As discussed in parallel NHST item above, Generation 5-7 was created to directly ask about the issue of more trials creating a larger sample size. Responses to Generation 2-4 were mixed, some were good and easy to score, while others were harder to score or unclear. One response was unclear from the typed response alone, but in the transcript, they did indeed express real-world conflation after two prompts by the interviewer. Thus, the intended misconception to be unearthed was there, but the item didn’t elicit it. This is major rationale for Generation 5-7, which is more direct. Responses to Generation 5-7 were mixed, with one great response that would be easy to score and two responses that were less clear. I still propose sticking with the
phrasing from Generation 5-7, due to its directness relative to the more open-ended nature of Generation 2-4.

9. (e) Device

• Generation 1

Teacher: "The flight tracker at MSP airport was found to be faulty for Delta airlines. It consistently recorded departure times as being much later than it should have."
Given the bootstrap simulation that was run, can your friends still provide a valid answer to the research question? Why or why not?

• Generation 2-7

Suppose that the flight tracker at MSP airport was found to be faulty. It consistently recorded departure times as being later than it should have.
Given the bootstrap simulation that was run, could your friends still provide a valid answer to the research question? Why or why not?

Discussion: As in the case with NHST items, the authority figure was removed from Generation 1 to alleviate the influence from interpreting the power dynamics and simply the intent of the item. Most responses for Generation 2-7 on point and accurate. One participant mistakenly thought the confidence interval would take this type of error into account, but they also seemed to hedge by suggesting that the original sample should just be retaken anyway. No concerns about this item.
Appendix D: Scoring Rubrics

Appendix D1: Scoring rubric draft from validation

This document contains the 18 items from the instrument and the guidance on how to score each of those items. Images and non-item text from the instrument are not included. Each item’s scoring guide describes the content of the response that must be present for the response to be scored as a 1. Example exemplary responses were written by Jonathan Brown. This version incorporates changes made during the rubric validation meetings on 1/5/2021 and 1/6/2021.

General scoring guidelines: A single response is scored as 1 or 0. A score of 1 is marked when a response meets all stated scoring criteria for the item. Blank responses are not considered responses and thus are not scored. Only responses that do not meet criteria but still contain text are marked as 0.

Section: Null-hypothesis Significance Testing

item n01_purpose
What is the purpose of randomization in the simulation (in terms of how it helps you answer the research question)?

---

To score 1, must have the following:
- Something about assuming, producing, seeing, or modeling no difference or no effect

Note: Referring to the real data or observed result is not needed, as the topic of the question is the purpose of the simulation from a hypothetical vs. real-world interpretation. The role of the observed data is a separate entity in this instance.

---

Example exemplary response:
The purpose of randomization is to see how common the observed difference in the average blood pressure reduction between the two groups would be, if there were no true difference between these groups.

---

item n02_center
After seeing the distribution of 500 trials, Researcher 1 offered this observation: “Since the results center around 0, that suggests there is no difference in effect between fish oil and soybean oil in reality.”

Do you agree with Researcher 1? Why or why not?

---

To score 1, must have the following:
- Disagree with Research 1

AND
- Something about at least one of the following:
  o The results in the picture being simulated, hypothetical, or fake
  o The simulation being designed to have results centered around 0
  o Needing to take the observed data into account
- The graph not providing enough information to draw that conclusion
- Needing to compute a p-value

---

**Example exemplary response:**
I disagree with Researcher 1. This is only a distribution of simulated results. It should center around 0, because that is how the randomization was designed. The observed difference needs to be taken into account to say something about the difference in reality.

**item n03_calculate**
The researchers agreed to calculate a p-value but disagreed on the procedure.
Researcher 1: “Start at the average of the 500 trials, and then calculate the proportion of all trials larger than that.”
Researcher 2: “Start at the sample average difference of 7.7, and then calculate the proportion of all trials larger than that.”

Which researcher do you agree with? Why?
---

**To score 1, must have the following:**
- Agree with Researcher 2

AND
- Something about at least one of the following:
  - Needing the sample average, observed data, or observed result to calculate a p-value
  - The purpose of the research question or study is to use the sample average
  - Researcher 1 is only looking at the null hypothesis
  - The correct procedure for generating a p-value
  - That what Researcher 2 is doing is the correct procedure for a p-value

Note: If response agrees with Researcher 1 but gives an apparently correct explanation of p-value, mark as 0, because they could be mistakenly thinking the “observed results” from the simulation are real in the case of Researcher 1.
---

**Example exemplary response:**
I agree with Researcher 2, because the p-value is the probability of seeing the sample average difference or more extreme, given the null hypothesis of no-difference between the groups.

**item n04_interpret**
Researcher 2 calculated a p-value of 0.014. However, Researcher 2 was unsure of how to answer the research question.
Possible answer 1: “The low p-value indicates that an average difference of 0 is not supported. There is evidence for a difference between the groups.”
Possible answer 2: “The low p-value indicates that the sample average difference of 7.7 from the data is not supported. There is no evidence for a difference between the groups.”

Which answer do you agree with? Why?
---
To score 1, must have the following:
- Agree with Possible answer 1

AND
- Something about at least one of the following:
  o The model or assumption of no difference not being supported
  o The observed difference being unlikely to have occurred by chance
  o The null hypothesis being rejected, as long as the null hypothesis is explained or indicated to be the no-difference model or assumption

---

Example exemplary response:
I agree with Possible answer 1, because the low p-value means the observed group difference is unlikely to have occurred, were there no group difference in the population. This suggests evidence for a group difference.

**item n05_trials**
Consider the results from the smallest number of trials (100). Was there something gained by the other teams running more trials? If so, what did they gain and why? If nothing was gained, why not?

---

To score 1, must have the following:
- Something about at least one of the following:
  o More trials showing or providing more possibilities, hypothetical samples, hypothetical outcomes, or randomized data [Rubric comment: This is an emphasis on the process of the simulation, instead of the product.]
  o A better or more accurate p-value [Rubric comment: This is an emphasis on the product of the simulation, instead of the process.]

---

Example exemplary response:
Yes, the extra trials give a better idea of the shape of the simulated distribution. This is due to seeing more of the possible results under the no-difference model.

**item n06_replicate**
Since this was only one study the researchers wanted to do a replication study with the same sample size, to verify their results.

Researcher 1: “We should randomly sample another 14 participants and put them through the same study that we just did.”
Researcher 2: “We can also run our simulation again with the data we already have, as that is as good as a replication of the study.”

Is the approach by Researcher 2 a valid way to do a replication study? Why or why not?

---

To score 1, must have the following:
- Disagree with Researcher 2

AND
- Something about at least one of the following:
  o Replication requiring new data
The results not changing by reusing the same data

---

**Example exemplary answer:**
The approach by Researcher 2 is not a valid replication study. A replication study requires new data to see if the same effect appears. Rerunning the simulation with the same data wouldn’t change the results and is essentially just adding more trials to the original simulation.

---

**item n07_confound**
Suppose that all of those in the fish oil group were taking a blood pressure medication, while all of those in the soybean oil group were not.

Since each trial of the simulation randomly assigned the blood pressure values to the two groups, could the researchers still provide a valid answer to the research question? Why or why not?

---

**To score 1, must have the following:**
- State that a valid answer cannot be provided

AND

- Something about at least one of the following:
  - Confounding variables, simulation, or randomization not being able to change or correct the data
  - The data being flawed or problematic

---

**Example exemplary answer:**
The researchers cannot still provide a valid answer to the research question, because the medication acts as a confounding variable in the original data. The simulation cannot correct for the confounding variable, as the simulation only acts on the data as they are following the experiment.

---

**item n08_samples**
Suppose there was concern that the size of the original sample was too small.

Did the fact that the researchers ran many trials of the simulation create a larger sample size for the study? Why or why not?

---

**To score 1, must have the following:**
- Disagree that running more trials creates a larger sample size

AND

- Something about at least one of the following:
  - Trials being different from sample size
  - Sample size being fixed
  - Sample size being the same for each trial
  - More trials simply adding more trials to the study
  - The simulation not creating a larger sample size, generally

---

**Example exemplary answer:**
No. The number of trials and the sample size are not related. The sample size is the same for each trial, no matter how many trials are run.

**item n09_device**

Suppose that the medical device for the soybean oil group was found to be faulty. It gave consistently higher readings than it should have.

Given the simulation that was run, could the researchers still provide a valid answer to the research question? Why or why not?

---

**There are two different ways to score a 1.**

**To score a 1, response must:**
- Indicate that a valid answer cannot be provided
  
  AND
  - Something about at least one of the following:
    - The confounding nature of the device
    - The data being problematic
    - The simulation not correcting a problem with the device

**Alternatively, to score a 1, response must:**
- Indicate that a valid answer can be provided, if the amount that the device was off was the same amount or known each time [Rubric comment: This explanation allows the device inconsistency to be taken into account.]

---

**Example exemplary answer:**

No. The researchers cannot provide a valid answer to the research question, because the simulation cannot correct for incorrectly measured data.

**Section: Estimation**

**item e01_purpose**

What is the purpose of resampling in the bootstrap simulation (in terms of how it helps you answer the research question)?

**To score 1, must have the following:**
- Something about at least one of the following:
  - Mimicking a process or aspect involving a population
  - Estimating variability
  - What estimating uncertainty means in terms of variability
  - Standard error
  - Generating bootstrap, simulated, or hypothetical samples

Note: Response cannot simply say, “generate new samples”, as those could be real or hypothetical samples

Note: If there is a true assertion but also a misconception that is relevant to the item, then the entire response is scored as a 0. See response from raw_id 183 as an example.

---

**Example exemplary answer:**

274
The purpose of resampling in this simulation is to mimic taking repeated samples from the population of all Delta airlines flights in 2019, which is then used to estimate the uncertainty in the average flight delay.

**item e02_calculate**

Your friends agreed to use 1.85 for the Standard Deviation of trials but disagreed on the Sample Estimate.

Friend 1: “The sample average of 6.35 minutes should be used.”

Friend 2: “The average of the 500 bootstrap trials, 6.10 minutes, should be used.”

Which friend do you agree with? Why?

---

**To score 1, must have the following:**

- Agree with Friend 1

AND

- Something about at least one of the following:
  - Needing to use the observed data or original sample
  - Not using the results from the simulation for this purpose

---

**Example exemplary answer:**

I agree with Friend 1, because the average from the observed data should be used. The purpose of the bootstrap simulation is to estimate the uncertainty, not to estimate the average itself.

**item e03_interpret**

To answer the research question, Friend 1 wanted to report the interval they calculated. However, Friend 2 said, "You don’t need an interval to answer the research question. You can report the average of the 500 bootstrap trials."

Do you agree with Friend 2? Why or why not?

---

**To score 1, must have the following:**

- Disagree with Friend 2

AND

- Something about at least one of the following:
  - Needing to account for uncertainty
  - What the interval provides or does for you
  - How using the average of the bootstrap is not the purpose the simulation

Note: If the answer talks about needing to evaluate the plausibility, compatibility, or validity of the average, mean, or “data”, generally, then mark it as a 0, as the respondent is not actually discussing the interval in terms of the research question anymore.

---

**Example exemplary answer:**

I disagree with Friend 2. An estimate of uncertainty is needed to answer the research question and reporting the average of the bootstrap trials is not intended use of the bootstrapping simulation.
item e04_center
Suppose a third friend saw the plot of 500 trials and raised a concern.
Friend 3: “The average of 6.10 from the bootstrap trials is different than the sample average of 6.35. When these two averages are different, this suggests the bootstrap average is more trustworthy than the original sample average.”

Do you agree with Friend 3? Why or why not?

---

To score 1, must have the following:
- Disagree with Friend 3

AND
- Something about at least one of the following:
  o The bootstrap averages being subject to randomness
  o The bootstrap averages being simulated averages
  o The original sample average being separate from the bootstrap simulations
  o The bootstrap simulation being based on the original sample average
  o How the two averages are equally trustworthy

---

Example exemplary answer:
I disagree with Friend 3. The point of bootstrapping is not to find nor evaluate the sample average. Since random resampling is involved in bootstrapping, there will likely be variation in the average of the bootstrap trials. The trustworthiness of the original sample average depends on factors unrelated to the bootstrap simulation.

item e05_trials
Consider the results from the smallest number of trials (100). Was there something gained by the other groups running more trials? If so, what did they gain and why? If nothing was gained, why not?

To score 1, must have the following:
- Something about at least one of the following:
  o More trials showing or providing more possibilities, hypothetical samples, hypothetical outcomes, or randomized data [Rubric comment: This is an emphasis on the process of the simulation, instead of the product.]
  o A better or more accurate “standard error”, “standard deviation”, or “margin of error” [Rubric comment: This is an emphasis on the product of the simulation, instead of the process.]

---

Example exemplary answer:
Yes, the extra trials give a better idea of the shape of the simulated distribution. This is due to seeing more of the possible results that might occur were we to actually resample from the population.

item e06_replicate
Since this was only one study your friends wanted to do a replication study with the same sample size, to verify their results.
Friend 1: "We should randomly sample another 150 departures and analyze them the same way we analyzed the original sample."

Friend 2: "We can also run our bootstrap simulation again with the data we already have, as that is as good as a replication of the study."

Is the approach by Friend 2 a valid way to do a replication study? Why or why not?
---

**To score 1, must have the following:**
- Disagree with Friend 2
  AND
- Something about at least one of the following:
  - Replication requiring new data
  - The results not changing by reusing the same data

---

**Example exemplary answer:**
The approach by Researcher 2 is not a valid replication study. A replication study requires new data to see if the same effect appears. Rerunning the simulation with the same data wouldn’t change the results and is essentially just adding more trials to the original simulation.

**item e07_confound**
Suppose that only morning departure times (in the range of 5am – 12pm) were included in the sample.

Given the bootstrap simulation that was run, could your friends still provide a valid answer to the research question? Why or why not?
---

**To score 1, must have the following:**
- State that a valid answer cannot be provided
  AND
- Something about at least one of the following:
  - Confounding variables, simulation, or randomization not being able to change or correct the data
  - The data being flawed or problematic
  - The lack of representation for all times

---

**Example exemplary answer:**
The friends cannot still provide a valid answer to the research question, because the time range acts as a confounding variable in the original data. The simulation cannot correct for the confounding variable.

**item e08_samples**
Suppose there was concern that the size of the original sample was too small.

Did the fact that your friends ran many trials of the bootstrap simulation create a larger sample size for the study? Why or why not?
---
To score 1, must have the following:
- Disagree that running more trials creates a larger sample size

AND
- Something about at least one of the following:
  o Trials being different from sample size
  o Sample size being fixed
  o Sample size being the same for each trial
  o More trials simply adding more trials to the study
  o Bootstrapping not creating a larger sample size, generally

---
Example exemplary answer:
No. The number of trials and the sample size are not related. The sample size is the same for each trial, no matter how many trials are run.

---
item e09_device
Suppose that the flight tracker at MSP airport was found to be faulty. It consistently recorded departure times as being later than it should have.

Given the bootstrap simulation that was run, could your friends still provide a valid answer to the research question? Why or why not?
There are two different ways to score a 1.
To score a 1, response must:
- Indicate that a valid answer cannot be provided

AND
- Something about at least one of the following:
  o The confounding nature of the device
  o The data being problematic
  o The simulation not correcting a problem with the device

Alternatively, to score a 1, response must:
- Indicate that a valid answer can be provided, if the amount that the device was off was the same amount or known each time [Rubric comment: This explanation allows the device inconsistency to be taken into account.]

---
Example exemplary answer:
No. The friends cannot provide a valid answer to the research question, because the simulation cannot correct for incorrectly measured data.
Appendix D2: Scoring rubric final draft

Scoring rubric for Simulation Understanding in Statistical Inference and Estimation (SUSIE) instrument

This document contains the 18 items from the instrument and the guidance on how to score each of those items. Images and non-item text from the instrument are not included. Each item’s scoring guide describes the content of the response that must be present for the response to be scored as a 1. This is version 04. This includes changes made on or after 4/3/2021, prior to and during the second round of scoring and classifying.

General scoring guidelines: A single response is scored as 1 or 0. A score of 1 is marked when a response meets all stated scoring criteria for the item. Blank responses are not considered responses and thus are not scored. Only responses that do not meet criteria but still contain text are marked as 0. Example exemplary responses were written by Jonathan Brown.

Section: Null-hypothesis Significance Testing

item n01_purpose

What is the purpose of randomization in the simulation (in terms of how it helps you answer the research question)?

---

To score 1, must have the following:
- Somethi
- Assuming, producing, seeing, or modeling no difference or no effect
- Reassigning values to subjects, regardless of original group, and comparing that to the original data [Criterion added based on ID = 02 and ID = 124.]
- Assuming the sample all came from the same population [Criterion added based on ID = 106]

Note: If response correctly addresses at least one criterion above but also states something that is both false and relevant to the item, then that response should be scored as 0. [This is based on ID = 145, whose response contains both correct and incorrect explanations.]

Note: Referring to the real data or observed result is not needed, as the topic of the question is the purpose of the simulation from a hypothetical vs. real-world interpretation. The role of the observed data is a separate entity in this instance.

---

Example exemplary response:
The purpose of randomization is to see how common the observed difference in the average blood pressure reduction between the two groups would be, if there were no true difference between these groups.

item n02_center

After seeing the distribution of 500 trials, Researcher 1 offered this observation: “Since the results center around 0, that suggests there is no difference in effect between
Do you agree with Researcher 1? Why or why not?

---

There are two different ways to score a 1.

To score 1, must have the following:
- Disagree with Researcher 1, or provide a response that indicates disagreement with Researcher 1 without necessarily explicitly stating disagreement with Researcher 1

AND
- Something about at least one of the following:
  - The results in the picture being simulated, hypothetical, or fake
  - The simulation being designed to have results centered around 0
  - The distribution resulting from values being randomly assigned to groups [Criterion added based on ID = 21]
  - The distribution resulting from values being combined into one group from which values were sampled [Criterion added based on ID = 193]
  - Needing to take the observed data into account
  - The graph not providing enough information to draw that conclusion
  - Needing to compute a p-value
  - Needing to compute a confidence interval [Criterion added based on ID = 4]

Alternatively, to a score a 1 response must:
- Meet one of the criteria above under the “Something about at least one of the following” list, without needing to explicitly acknowledge disagreement with Researcher 1. As long as the reasoning clearly shows disagreement with Researcher 1, a score of 1 can still be achieved. [Criterion added to justify 0 score for ID = 79, as they do meet one of the criteria, but it is not explicitly clear that they disagree with Researcher 1.]

Comment: The simple reasoning of “need a p-value or confidence interval” may be too imprecise, as participants may still harbor a misconception about centering around 0.
However, for this first field test, such reasoning will be allowed, based on the wording of the item. Thus, scores on this item may add measurement error, necessitating item adjustments for the next iteration of the instrument.

---

Example exemplary response:
I disagree with Researcher 1. This is only a distribution of simulated results. It should center around 0, because that is how the randomization was designed. The observed difference needs to be taken into account to say something about the difference in reality.

**item n03_calculate**
The researchers agreed to calculate a p-value but disagreed on the procedure.
Researcher 1: “Start at the average of the 500 trials, and then calculate the proportion of all trials larger than that.”
Researcher 2: “Start at the sample average difference of 7.7, and then calculate the proportion of all trials larger than that.”

Which researcher do you agree with? Why?

---

There are two different ways to score a 1.
To score 1, must have the following:
  - Agree with Researcher 2, or provide a response that indicates agreement with Researcher 2 without necessarily explicitly stating agreement with Researcher 2
  AND
  - Something about at least one of the following:
    o Needing the sample average, observed data, or observed result to calculate a p-value
    o The purpose of the research question or study is to use the sample average
    o Researcher 1 is only looking at the null hypothesis
    o The correct procedure for generating a p-value
    o That what Researcher 2 is doing is the correct procedure for a p-value
    o Falsely referring to something like “proportion” but doing so in a way that indicates choosing the observed result instead of the average of the 500 trails [Criterion added based on ID = 171]

Note: If response agrees with Researcher 1 but gives an apparently correct explanation of p-value, mark as 0, because they could be mistakenly thinking the “observed results” from the simulation are real in the case of Researcher 1.

---

Example exemplary response:
I agree with Researcher 2, because the p-value is the probability of seeing the sample average difference or more extreme, given the null hypothesis of no-difference between the groups.

item n04_interpret

Researcher 2 calculated a p-value of 0.014. However, Researcher 2 was unsure of how to answer the research question.
Possible answer 1: “The low p-value indicates that an average difference of 0 is not supported. There is evidence for a difference between the groups.”
Possible answer 2: “The low p-value indicates that the sample average difference of 7.7 from the data is not supported. There is no evidence for a difference between the groups.”

Which answer do you agree with? Why?

---

There are two different ways to score a 1.
To score 1, must have the following:
  - Agree with Possible answer 1, or provide a response that indicates agreement with Possible answer 1 without necessarily explicitly stating agreement with Possible answer 1
AND
- Something about at least one of the following:
  o The model or assumption of no difference not being supported
  o The observed difference being unlikely to have occurred by chance
  o The null hypothesis being rejected, as long as the null hypothesis is explained or indicated to be the no-difference model or assumption
  o The results being statistically significant [Criterion added based on ID = 16]
  o Low p-values indicating a difference between groups [Criterion added based on ID = 49]

---
**Example exemplary response:**
I agree with Possible answer 1, because the low p-value means the observed group difference is unlikely to have occurred, were there no group difference in the population. This suggests evidence for a group difference.

**item n05_trials**
Consider the results from the smallest number of trials (100). Was there something gained by the other teams running more trials? If so, what did they gain and why? If nothing was gained, why not?
---
**There are two ways to score a 1.**
**To score 1, must have the following:**
- Something about at least one of the following:
  o More trials showing or providing more possibilities, hypothetical samples, hypothetical outcomes, or randomized data [Rubric comment: This is an emphasis on the process of the simulation, instead of the product.]
  o A better or more accurate or precise p-value [Rubric comment: This is an emphasis on the product of the simulation, instead of the process.]
  o A more accurate or precise shape [Criterion added based on ID = 2]
  o The hypothetical or simulated or null-hypothesis mean is more accurate [see ID = 58]
  o A more accurate or precise standard deviation [Criterion added based on ID = 176]

Note: Saying that the mean gets smaller or more accurate is a statement about something (the mean) that could be interpreted as being the real mean in the population or the data. Thus, comment on the changing mean requires some clarity about the understanding of the nature of the mean. Also, commenting on the mean, p-value, or variation getting smaller is not technically accurate nor the point of running more trials. More accuracy does not necessarily equate to measures getting smaller.

**Alternatively, to score a 1:**
- Response indicates that there was no or little gain

AND
- Something about at least one of the following:
  o The shape staying the same
The p-values fluctuating or not changing
The conclusion staying the same

Note: This alternative way to score a 1 is based on ID = 39. Even if they say nothing or little was gained, showing that they attend to the shape, p-value, or conclusion indicates that they are at least using the plots in a functional way.

---

Example exemplary response:
Yes, the extra trials give a better idea of the shape of the simulated distribution. This is due to seeing more of the possible results under the no-difference model.

item n06_replicate
Since this was only one study the researchers wanted to do a replication study with the same sample size, to verify their results.

Researcher 1: “We should randomly sample another 14 participants and put them through the same study that we just did.”
Researcher 2: “We can also run our simulation again with the data we already have, as that is as good as a replication of the study.”

Is the approach by Researcher 2 a valid way to do a replication study? Why or why not?

---

To score 1, must have the following:
- Disagree with Researcher 2, or provide a response that indicates disagreement with Researcher 2 without necessarily explicitly stating disagreement with Researcher 2
- Something about at least one of the following:
  - Replication requiring new data or people
  - The results not changing by reusing the same data
  - Replication requiring a new study [Criterion added based on ID = 47]

---

Example exemplary answer:
The approach by Researcher 2 is not a valid replication study. A replication study requires new data to see if the same effect appears. Rerunning the simulation with the same data wouldn’t change the results and is essentially just adding more trials to the original simulation.

item n07_confound
Suppose that all of those in the fish oil group were taking a blood pressure medication, while all of those in the soybean oil group were not.

Since each trial of the simulation randomly assigned the blood pressure values to the two groups, could the researchers still provide a valid answer to the research question? Why or why not?

---

There are two ways to score a 1.
To score 1, must have the following:
- State that a valid answer cannot be provided, or clearly indicate through their reasoning that a valid answer cannot be provided or that they disagree with the premise of validity

AND

- Something about at least one of the following:
  o Confounding variables
  o Simulation or randomization not being able to change or correct the data
  o The data being flawed or problematic

Alternatively, to score a 1:
- Indicate that if the blood pressure difference or medication factor is taken into account that the research question can still be validly answered. [Criterion added based on ID = 38]

---

Example exemplary answer:
The researchers cannot still provide a valid answer to the research question, because the medication acts as a confounding variable in the original data. The simulation cannot correct for the confounding variable, as the simulation only acts on the data as they are following the experiment.

**item n08_samples**

Suppose there was concern that the size of the original sample was too small.

Did the fact that the researchers ran many trials of the simulation create a larger sample size for the study? Why or why not?

---

To score 1, must have the following:
- Disagree that running more trials creates a larger sample size, or clearly indicate through their reasoning that the sample size is not affected by the number of trials

AND

- Something about at least one of the following:
  o Trials being different from sample size
  o Sample size being fixed
  o Sample size being the same for each trial
  o More trials simply adding more trials, increasing accuracy, or adding other things that do not implicate the sample size changing [Criterion added based on ID = 8]
  o The data coming from or being based on the original sample [Criterion added based on ID = 60]
  o A larger sample size needing more samples, data, or participants [Criterion added based on ID = 9]
  o Sample size referring to original sample and not randomization sample [Criterion added based on ID = 24]

---

Example exemplary answer:
No. The number of trials and the sample size are not related. The sample size is the same for each trial, no matter how many trials are run.

**item n09_device**

Suppose that the medical device for the soybean oil group was found to be faulty. It gave consistently higher readings than it should have.

Given the simulation that was run, could the researchers still provide a valid answer to the research question? Why or why not?

---

**There are two different ways to score a 1.**

**To score a 1, response must:**
- Indicate that a valid answer cannot be provided, or clearly indicate through their reasoning that a valid answer cannot be provided

**AND**
- Something about at least one of the following:
  - The confounding nature of the device
  - The nature of their being multiple factors that went into the measurement [Criterion added based on ID = 28]
  - The data being problematic
  - The data being skewed [Criterion added based on ID = 176]
  - The simulation not correcting a problem with the device
  - The results being problematic or invalid [Criterion added based on ID = 2]
  - The information being inaccurate [Criterion added based on ID = 190].
    [Rubric comment: While this is a general answer, such a response sufficiently indicates that the participant does not endorse validity of the results due to some problem with the study, the data, or what was produced.]
  - The chance for a Type I error being increased [Criterion added based on ID = 68]
  - The results or data being biased [Criterion added based on ID = 191]

**Alternatively, to score a 1, response must:**
- Indicate that a valid answer can be provided, if the amount that the device was off was the same amount or known each time [Rubric comment: This explanation allows the device inconsistency to be taken into account.]

**OR**
- Indicate some degree of disclosure about the confounding nature of the device or study [Criterion added based on ID = 49.] [Rubric comment: This explanation allows for the participant to indicate that they recognize that the confounding nature of the device is a problem and that simulation is not correcting for it.]

---

**Example exemplary answer:**

No. The researchers cannot provide a valid answer to the research question, because the simulation cannot correct for incorrectly measured data.
Section: Estimation

**item e01_purpose**

What is the purpose of resampling in the bootstrap simulation (in terms of how it helps you answer the research question)?

**To score 1, must have the following:**
- Something about at least one of the following:
  - Mimicking or representing a process or aspect involving a population
  - Allowing the data to represent the population (without referring to increasing representativeness or external validity) [Criterion added based on ID = 16]
  - Model or show sampling variability [Criterion added based on ID = 3]
  - Estimating or quantifying variability [Criterion added based on ID = 52]
  - What estimating uncertainty means in terms of variability
  - Standard error
  - The sampling distribution [Criterion added based on ID = 15]
  - Generating bootstrap, simulated, or hypothetical samples or data
  - To simulate random sampling [Criterion added based on ID = 21]
  - To get results similar to collecting data from the population [Criterion added based on ID = 55] [Rubric comment: This answer was deemed a 1, due to the presence of the word “similar”, which suggests a mimicry or representation of a resampling from the population, instead of actually resampling from the population.]

Note: Response cannot simply say, “generate new samples”, as those could be real or hypothetical samples

Note: If response refers to sampling variation, response must address it correctly. E.g., saying the simulation “allows for” or “accounts for more” sampling variation should be scored a 0.

---

**Example exemplary answer:**
The purpose of resampling in this simulation is to mimic taking repeated samples from the population of all Delta airlines flights in 2019, which is then used to estimate the uncertainty in the average flight delay.

**item e02_calculate**

Your friends agreed to use 1.85 for the Standard Deviation of trials but disagreed on the Sample Estimate.

Friend 1: “The sample average of 6.35 minutes should be used.”

Friend 2: “The average of the 500 bootstrap trials, 6.10 minutes, should be used.”

Which friend do you agree with? Why?

---

**To score 1, must have the following:**
- Agree with Friend 1, or clearly indicate through their reasoning that they agree with Friend 1

AND
- Something about at least one of the following:
  o Needing to use the observed data, sample average, or original sample
  o Not using the results from the simulation for this purpose
  o Bootstrapping as taking samples from the original sample [Criterion added based on ID = 30]

---

**Example exemplary answer:**
I agree with Friend 1, because the average from the observed data should be used. The purpose of the bootstrap simulation is to estimate the uncertainty, not to estimate the average itself.

**item e03_interpret**

To answer the research question, Friend 1 wanted to report the interval they calculated. However, Friend 2 said, "You don't need an interval to answer the research question. You can report the average of the 500 bootstrap trials."

Do you agree with Friend 2? Why or why not?

---

**To score 1, must have the following:**

- Disagree with Friend 2, or indicate through their reasoning that they disagree with Friend 2

AND

- Something about at least one of the following:
  o Needing to account for uncertainty
  o What the interval provides or does for you
    - Note: The above criteria may include incorrect explanations about what the interval provides. For the purpose of this item, those incorrect explanations still allow for a 1 score. The exception is for explanations that refer to evaluative language indicative of null-hypothesis significance testing, p-values, or bias. In these evaluative cases, a score of 0 is provided, because the idea of what the purpose of the research question was clearly not interpreted correctly by the participant.
  o How using the average of the bootstrap is not the purpose the simulation
  o How only reporting the average of the trials is problematic [Criterion added based on ID = 73]
  o Needing to report an interval, generally [Criterion added based on ID = 3]
  o How use of an interval accounts for sampling error (or “errors” generally) [Criterion added based on ID = 13]
  o Something about the population mean or parameter [Criterion added based on ID = 82]

Note: If the answer talks about needing to evaluate the plausibility, compatibility, or validity of the average, mean, or “data”, generally, then mark it as a 0, as the respondent is not actually discussing the interval in terms of the research question anymore. [See ID = 31 as an example.]
Note: Due to the nature of the item, a sufficient answer is to simply say “an interval is needed”. However, if more explanation is provided that is indicative of evaluative language, per the first note above, then a 0 is scored.
Note: If they correctly say that an interval is needed, but they explicitly say that they don’t know why, then score as a 0.

---

**Example exemplary answer:**
I disagree with Friend 2. An estimate of uncertainty is needed to answer the research question and reporting the average of the bootstrap trials is not intended use of the bootstrapping simulation.

**item e04_center**
Suppose a third friend saw the plot of 500 trials and raised a concern.
Friend 3: “*The average of 6.10 from the bootstrap trials is different than the sample average of 6.35. When these two averages are different, this suggests the bootstrap average is more trustworthy than the original sample average.*”

Do you agree with Friend 3? Why or why not?

---

**To score 1, must have the following:**
- Disagree with Friend 3, or indicate through their reasoning that they disagree with Friend 3

AND

- Something about at least one of the following:
  - The bootstrap averages being subject to randomness
  - The bootstrap average being based on the number of trials [Criterion added based on ID = 119]
  - The bootstrap averages being simulated averages
  - The original sample average being separate from the bootstrap simulations
  - The bootstrap simulation being based on the original sample average
  - How the two averages are equally trustworthy
  - How the mean of the trials or simulation probably won’t be the same as the sample mean [Criterion added based on ID = 11]
  - Indicating that the original sample mean should be prioritized [Criterion added based on ID = 61]
  - The bootstrap simulation is intended to model variation [Criterion added based on ID = 121]
  - How trustworthiness is irrelevant for the difference in averages [Criterion added based on ID = 188]
  - How the original distribution may not necessarily be Normally distributed as the reason for the bootstrap average being different from the sample average [Criterion added based on ID = 173]
Note: It is OK if the explanation argues how the bootstrap average is less trustworthy than the sample average, though this indicates limited conceptual development about what the simulation is doing.

---

**Example exemplary answer:**
I disagree with Friend 3. The point of bootstrapping is not to find nor evaluate the sample average. Since random resampling is involved in bootstrapping, there will likely be variation in the average of the bootstrap trials. The trustworthiness of the original sample average depends on factors unrelated to the bootstrap simulation.

**item e05_trials**
Consider the results from the smallest number of trials (100). Was there something gained by the other groups running more trials? If so, what did they gain and why? If nothing was gained, why not?

**There are two ways to score a 1.**
**To score 1, must have the following:**
- Something about at least one of the following:
  - More trials showing or providing more possibilities, hypothetical samples, hypothetical outcomes, or randomized data [Rubric comment: This is an emphasis on the process of the simulation, instead of the product.]
  - A better or more accurate “standard error”, “standard deviation”, or “margin of error” [Rubric comment: This is an emphasis on the product of the simulation, instead of the process.]
  - The hypothetical, simulated, or bootstrapped mean is more accurate or more precise [Criterion added based on change in rubric for n05 and ID = 15]
  - A more accurate or precise shape [Criterion added based on change in rubric for n05]. Also, a more “reliable” shape is fine. [Criterion added based on ID = 77]
  - A more reliable estimate of the mean [Criterion added based on ID = 27]
  - Something about a better or clearer picture of the population, without referring to external validity. [Criterion added based on ID = 45] Response can refer to representation but not generalizability. [See ID = 52 for a general version of this] Response cannot refer to more representative data. [See ID = 48]
  - A better understanding about the distribution of the sample statistic [Criterion added based on ID = 147]
  - Less impact from the randomness of sampling. [Criterion added based on ID = 148]

Note: If response focuses on the mean or measure of variation getting smaller, this should be marked a 0. With more trials, both measures vacillate instead of only getting smaller, and obtaining a smaller mean or measure of variation is not the point of running more trials. Referring to accuracy, while not an ideal response, is technically a more correct interpretation.
Alternatively, to score a 1:
- Response indicates that there was no or little gain

AND
- Something about at least one of the following:
  o The shape staying the same
  o The standard error, standard deviation, or margin of error fluctuating or not changing
  o The conclusion staying the same

Note: The idea is that even if they say nothing or little was gained, showing that they attend to the shape, measures of variation, or conclusion, indicates that they are at least using the plots in a functional way.

---

**Example exemplary answer:**
Yes, the extra trials give a better idea of the shape of the simulated distribution. This is due to seeing more of the possible results that might occur were we to actually resample from the population.

**item e06_replicate**
Since this was only one study your friends wanted to do a replication study with the same sample size, to verify their results.

Friend 1: "We should randomly sample another 150 departures and analyze them the same way we analyzed the original sample."
Friend 2: "We can also run our bootstrap simulation again with the data we already have, as that is as good as a replication of the study."

Is the approach by Friend 2 a valid way to do a replication study? Why or why not?

---

**To score 1, must have the following:**
- Disagree with Researcher 2, or provide a response that indicates clear disagreement with Researcher 2

AND
- Something about at least one of the following:
  o Replication requiring new data or people
  o Testing results in a new setting [Criterion added based on ID = 16]
  o The results not changing by reusing the same data
  o Replication requiring a new study [Criterion added based on rubric adjustment to n06.]

- Note: Incorrectly using evaluative language, such as hypothesis testing or p-values, is not relevant to the point of this item. Thus, as long as the criteria are satisfied above, use of evaluative language is no grounds for a 0 as it would be for other items. [See ID = 112 for an example being scored as a 1.]

---

**Example exemplary answer:**
The approach by Researcher 2 is not a valid replication study. A replication study requires new data to see if the same effect appears. Rerunning the simulation with the same data wouldn’t change the results and is essentially just adding more trials to the original simulation.

**item e07_confound**

Suppose that only morning departure times (in the range of 5am – 12pm) were included in the sample.

Given the bootstrap simulation that was run, could your friends still provide a valid answer to the research question? Why or why not?

**There are two ways to score a 1.**

**To score 1, must have the following:**
- State that a valid answer cannot be provided, or clearly indicate through their reasoning that a valid answer cannot be provided or that they disagree with the premise of validity

AND
- Something about at least one of the following:
  - Confounding variables, simulation, or randomization not being able to change or correct the data
  - The data being flawed or problematic
  - The lack of representation for all times
  - Restating the research question to address the restricted range of times that could be generalized to [Criterion added based on ID = 4]

**Alternatively, to score a 1:**
- Indicate that it is valid to answer a different research question focused on the 5am – 12pm time range. [Criterion added based on ID = 50]
- Indicate that it is valid if random sampling from the entire day occurred and the sample just happened to be of morning flights by chance. [Criterion added based on ID = 193]

Note: It is insufficient to only say that the data are not randomly selected. [See ID = 80]

---

**Example exemplary answer:**
The researchers cannot still provide a valid answer to the research question, because the time range acts as a confounding variable in the original data. The simulation cannot correct for the confounding variable.

**item e08_samples**

Suppose there was concern that the size of the original sample was too small.

Did the fact that your friends ran many trials of the bootstrap simulation create a larger sample size for the study? Why or why not?

---

**To score 1, must have the following:**
- Disagree that running more trials creates a larger sample size, or clearly indicate through their reasoning that the sample size is not affected by the number of trials.

AND
- Something about at least one of the following:
  o Trials being different from sample size
  o Sample size being fixed
  o Sample size being the same for each trial
  o More trials simply adding more trials to the study, increasing accuracy, or adding other things that do not implicate the sample size changing [Criterion added based on n08 rubric]
  o The data coming from or being based on the original sample [Criterion added based on n08 rubric]
  o A larger sample size needing more samples, data, or participants [Criterion added based on n08 rubric]
  o Sample size referring to original sample and not randomization sample [Criterion added based on n08 rubric]
  o Bootstrapping not affecting the original data [Criterion added based on ID = 148]

---

Example exemplary answer:
No. The number of trials and the sample size are not related. The sample size is the same for each trial, no matter how many trials are run.

**item e09_device**

Suppose that the flight tracker at MSP airport was found to be faulty. It consistently recorded departure times as being later than it should have.

Given the bootstrap simulation that was run, could your friends still provide a valid answer to the research question? Why or why not?

**There are two different ways to score a 1.**

**To score a 1, response must:**
- Indicate that a valid answer cannot be provided, or clearly indicate through their reasoning that a valid answer cannot be provided

AND
- Something about at least one of the following:
  o The confounding nature of the device
  o The data being problematic or impacted, generally [Criterion added based on ID = 75]
  o The simulation not correcting a problem with the device
  o The nature of their being multiple factors that went into the measurement [Criterion added based on rubric n09]
  o The data being skewed [Criterion added based on rubric n09]
  o The results being problematic or invalid [Criterion added based on rubric n09]
  o The information being inaccurate [Criterion added based on rubric n09].

[Rubric comment: While this is a general answer, such a response
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sufficiently indicates that the participant does not endorse validity of the results due to some problem with the study, the data, or what was produced.

- The chance for a Type I error being increased [Criterion added based on rubric n09]
- The results or data being biased [Criterion added based on rubric n09]
- An error in the research [Criterion added based on ID = 67]

**Alternatively, to score a 1, response must:**
- Indicate that a valid answer can be provided, if the amount that the device was off was the same amount, known each time, or taken into account [Rubric comment: This explanation allows the device inconsistency to be taken into account.]

---

**Example exemplary answer:**
No. The researchers cannot provide a valid answer to the research question, because the simulation cannot correct for incorrectly measured data.
Appendix E: Correspondence Materials for Interviews

Appendix E1: Instructor recruitment email template

Subject: Recruiting from your [semester and class section] class

Dear [X],

I am writing to see if you might forward a message from me to your students who have completed [EPSY 3264 or EPSY 5261] in [Fall 2019 or Spring 2020].

I am developing an instrument for my dissertation research that explores student perceptions about the hypothetical nature of statistical simulations. The purpose of developing this instrument is to better understand student misconceptions specific to simulation-based statistics courses. This instrument includes open-ended questions about two specific statistical simulations. I am working with my advisers, Robert delMas and Andrew Zieffler.

I am looking for 16 volunteers who would be willing to be interviewed as I ask them to read and respond to the questions on the instrument. During the interview, the students will be asked to verbalize everything that they are thinking as they work through the instrument. This includes reading directions, explaining their answers to questions, and describing things they find confusing. This type of interview is an essential part of the instrument development, as it will help expose flaws in the instrument that should be rewritten. It will also inform scoring considerations for future use of the instrument.

Students that complete the interview will be entered into a drawing for a $30 gift card. The interview will consist of the following:
- The student and I will agree on a time to meet on Zoom.
- The student will review an information sheet explaining the study, which will also be emailed to them.
- I will read a script describing the interview procedure.
- The student will complete the instrument through Qualtrics on a computer while describing their thinking.
- The student will be thanked and entered into the drawing.

Your students’ feedback will be invaluable as I work toward creating a final version of this instrument. Would you be willing to copy and paste the message below and email it to your class? If so, please add me as BCC.

Thank you for helping me with my research!
Sincerely,
Appendix E2: Participant recruitment email template

Subject: Opportunity to help in statistics education research and chance to win a $30 gift card

Hello,

I’m a PhD student at the University of Minnesota, and I’m developing a test to evaluate how students understand statistical simulations for my dissertation research. I need feedback from students to help me improve the questions, so I’ve asked your instructor to share this message with you.

I am looking for 16 volunteers to meet with me at a mutually convenient time on Zoom to complete what’s called a “think-aloud interview.” You would just work through the test while talking out loud about your thinking. You would also describe things that are unclear or confusing.

No preparation or studying for this is needed. You will be provided with an information sheet for your records explaining the study. The interview is anticipated to take 45-60 minutes. Students that complete the interview will be entered to win a $30 gift card for their participation.

If interested, please send me an email (Jonathan Brown: brow3019@umn.edu) and I will give you more information. I may not be able to include everyone that volunteers, so please contact me soon if you would like to participate!

Thanks!
Appendix E3: Information sheet

INFORMATION SHEET FOR RESEARCH
Student understanding of statistical simulations

You are invited to be in a research study exploring how students understand and interpret statistical simulations. You were selected as a possible participant, because you have enrolled in EPSY 3264: Basic and Applied Statistics or EPSY 5261: Introduction to Statistical Methods, or you have experience with statistical simulations. We ask that you read this form and ask any questions you may have before agreeing to be in the study.

This study is being conducted by: Robert delMas, Department of Educational Psychology at the University of Minnesota.

Procedures:

If you agree to be in this study, we would ask you to do the following things:

- Complete one “think-aloud” interview over a password-protected Zoom meeting with the student investigator, Jonathan Brown.
- This interview would involve working through one version of the test while talking out loud about your thinking. You would also describe things that are unclear or confusing. No preparation or studying is needed.
- At minimum, being audio and video recorded is required for participation in this research.

Confidentiality:

In any sort of report we might publish, we will not include any information that will make it possible to identify a participant.

All data and audio/video recordings, including your typed test responses and a complete transcript of your audio recording will be stored on a password-protected computer and Shared Google Drive that only the research team has access to.

For future use, your typed test responses and a complete transcript of your audio recording without personal identifiers will be securely stored on a password-protected computer and Shared Google Drive that only the research team has access to. Future use could include future research studies or distribution of your typed responses and complete transcript of your audio recording to another investigator for future research studies without your additional informed consent.

Voluntary Nature of the Study:

Participation in this study is voluntary. Your decision whether or not to participate will not affect your current or future relations with the University of Minnesota. If you decide
to participate, you are free to not answer any question or withdraw at any time without affecting those relationships.

Contacts and Questions:

The researchers conducting this study are: Jonathan Brown (student investigator), Robert delMas (principle investigator and student adviser), and Andrew Zieffler (co-investigator and student adviser). You may ask any questions you have now. If you have questions later, you are encouraged to contact Jonathan Brown (email: brow3019@umn.edu, phone: 608-443-9883) or Robert delMas (email: delma001@umn.edu, phone: 612-625-2076).

This research has been reviewed and approved by an IRB within the Human Research Protections Program (HRPP). To share feedback privately with the HRPP about your research experience, call the Research Participants’ Advocate Line at 612-625-1650 (Toll Free: 1-888-224-8636) or go to z.umn.edu/participants. You are encouraged to contact the HRPP if:

- Your questions, concerns, or complaints are not being answered by the research team.
- You cannot reach the research team.
- You want to talk to someone besides the research team.
- You have questions about your rights as a research participant.
- You want to get information or provide input about this research.

You will be given a copy of this information to keep for your records.
Appendix E4: Interview protocol template

Think-aloud Interview Protocol

Test access:

Thank you for meeting with me. I will first introduce the study and make sure all of your questions are answered before we formally proceed to the test. In the case where my internet fails and I freeze or disappear, you may wait while I try to rejoin or you may exit Zoom, and we can reschedule.

First, let’s get you access to the test:

1. Please click the link and enter the password that appears in the Chat window.
   a. [Link for instrument version]
   b. [Password]
2. You should see a Welcome page.
3. Don’t click the “next arrow” until I tell you to later on.

Explaining the study:

Next, to introduce what we’ll be doing:

1. I am developing a new statistics test with the help of students such as yourself.
2. Like a regular test, you’ll be presented with questions and you’ll answer them by typing.

3. However, this is not about whether your answers are right or wrong. Instead, my goal is to get a better idea of how the questions are working. So, I’m asking you to think aloud as you answer the questions.
   a. That means to tell me EVERYTHING you are thinking as you read and answer each question.
   b. Please read ALL text and please say ALL of your thoughts out loud.
   c. I really want to hear all of your opinions and reactions, negative and positive. Do not hesitate to speak up whenever something seems unclear or is hard to answer.
   d. I’m not here to correct your thinking or guide you; so, if you ask me any questions, I will probably turn them back to you.
4. I will remind you to think aloud throughout the test. My goal is to keep you talking.
5. I understand that this way of taking a test may feel new or different, so don’t worry about whether you’re doing well or poorly. That’s not what this is about.

6. Finally, we’ll do this for at most one hour, unless you finish the test before then.

Final review of Information Sheet:
1. We’ll practice answering out loud in a moment. Before that, please click on the Information Sheet link on the Welcome page.
   a. This was emailed to you ahead of time, explaining the data I’ll be taking, confidentiality, and so on.
   b. Please read or review this Information Sheet one more time.
   c. Let me know when you’re done, and if you have any questions about participating.

2. OK, before starting, let’s first practice thinking out loud.

Think-aloud Practice:

1. I will read a question, and I’d like you to think out loud as you answer it:
   a. The question is: “How many windows are there in the place where you live?”
   [Probe as necessary]: “How did you come up with that answer?”
   [Probe as necessary]: “Tell me more about that. Why did you say [ANSWER]?”

2. OK, now let’s turn to the questions that we’re testing.

Think-aloud Interview:

1. Before you proceed, let me turn on the Auto-Transcription and the Video Recording.
   [Turn on both features in Zoom.]
   a. If the subtitles are distracting, you can click the “Hide Subtitle” option under the “Live Transcript” button.

2. OK, we are now video recording.

3. Please, proceed when ready and begin reading and thinking out loud!

- Probes will be used if the student forgets to think aloud. Probes will not be used to elicit an answer from the student. Example probes include:
  o “What are you thinking?”
  o “Keep talking”
  o If asked what something means, ask “What do you think it means?”

Wrap-up:

1. Thank you for your effort on this. I will stop the recording.
   [Stop video recording.]

2. Once I complete interviews with all participants, I will randomly draw one of the participants for the gift card. This should happen in a few weeks. If you win, I will notify you by email.

3. If you want a report about the study results or have any other questions, reach out to me at any time!

4. If you have no further questions, then we’re all done and I will end the meeting.
Appendix F: Correspondence Materials for Field Test

Appendix F1: Email template for recruiting instructors

Subject: Request to recruit participants from your [class section] class

Dear [X],

I hope your fall prep is coming along well!

**Would you be willing to allow me to recruit your students in [EPSY 5261 or EPSY 3264] from this Fall 2020 semester for my dissertation research?** Please review the summary information below and let me know, when convenient. If so, we can confirm logistics later. (I am hoping to collect data from December 1st – 16th, so this is not urgent.)

**About the study**
I am testing an instrument that explores student understanding of the hypothetical nature of statistical simulations. The purpose is to better understand misconceptions specific to simulation-based statistics courses. This instrument consists of two sections (null-hypothesis significance testing and estimation), totaling 18 open-ended questions. I am working with my advisers, Robert delMas and Andrew Zieffler.

I am aiming to get as many students as possible. Student participation will consist of clicking a link from a class-wide email and completing the instrument in Qualtrics, on their own time. (If you think the instrument could be a beneficial class activity, we can discuss this.)

**Where I will need your help**
1. I would like to recruit students via class-wide emails that I would need you to forward along from me. **Are you OK forwarding multiple emails from me to your class in November and December?**
2. As an incentive, I would like to offer extra credit to the students in your class who participate. **Are you open to offering your students extra credit?**

If this sounds OK, I will follow up with further details/questions to confirm the logistics. Any initial questions?

Thank you for considering!

Sincerely,
Appendix F2: Email template for confirming study details with instructors

Note: The following email template is for instructors of remote class sections. Online instructors received the same email, except a request for an in-class appearance, highlighted in gray below, was not made. The asynchronous nature of the online sections did not allow for an in-class online appearance.

Subject: Confirming my study details: [class section]

Greetings, [instructor name]!

Thank you again for helping me with my study. Now that we're further along, I'd like to confirm details with you.

Attachments for your reference
- Three draft emails (introduction, recruitment, and reminder)
- Instrument summary AND an unformatted version of the instrument
- The study information sheet

Decisions I need from you, preferably by 11/9/2020
1. If you’re still OK with extra credit, how many points and in what manner would like to award it? If you don’t want to give extra credit, I will remove that information for the final draft of the attached emails.
2. Are you OK with the timeline below?
3. In my emails, I state that the test may help for exam or quiz preparation. Are you OK with me using that statement?
4. Given your remote format, is there a way I could make a 3-5 minute class appearance to encourage participation and answer questions, without disrupting your class flow? If not, I understand. If so, I would like to make this appearance after the date of the introductory email.

Note: If you think the instrument would be a good activity and you want to devote class time to have your students complete it, let me know!

Draft timeline
11/23 Send introductory email
12/1 Send main recruitment email, AND test opens
12/9 Send reminder email
12/16 Test closes at 11:59p
12/19 I send you the list of participants for purposes of awarding extra credit

Note: “sending email” just means forwarding the email to your class. I will send you a final draft of each email ON the day to send each one.

Any other questions or concerns? I hope your class is coming along well!

Best wishes,
Jonathan
Appendix F3: Participant recruitment email template

TO: Students  
FROM: Jonathan M Brown, University of Minnesota  
Subject: Extra credit opportunity: online test for research study

Greetings!

You are invited to take a test focused on statistical simulations. The test consists of 18 short-answer questions, which should take 30 to 45 minutes to complete. You may use any resources that you want when completing the test except other people.

As an incentive, if you complete the test you will receive an additional [# of points of extra credit] toward your grade in this class. This test may also help you prepare for your final exam/quiz.

I would like to use your responses as part of a research study. Your responses and the study will help improve statistics classes like the one you’re taking! Your responses will be anonymous. Please review and save a copy of the attached Information Sheet for your records.

You may start the test and click away from it; your progress will be saved for up to one week. Click the link below to return to where you left off. Your responses will be recorded once you complete the test.

You may quit the study at any time. Simply close the test before completing it and your responses will be deleted after one week of inactivity.

To participate in this study, please click the following link and use the password to access to the test:  
[link]  
[test password]

After you complete the test, you will be taken to a separate page to provide your email for the extra credit. Your email will not be linked to your test responses.

The test and your chance to participate will expire after December 16th. Please email any questions or concerns to me at brow3019@umn.edu.

Thank you!  
Jonathan
Appendix F4: Reminder email template

TO: Students
FROM: Jonathan M Brown, University of Minnesota

Hello,

This is a reminder that you were invited to take a test designed to evaluate your interpretation of statistical simulations.

To participate in this study, please click on the following link or copy and paste it into a web browser. Also, please use the following password to access the test.
[link]
[test password]

After you complete the test, you will be taken to a separate page to provide your email for the extra credit. Your email will not be linked to your test responses.

The test and your chance to participate will expire after December 16th.

If you have any questions or trouble accessing the test, please email me at brow3019@umn.edu.

Thank you!
Appendix F5: In-class additional recruitment script template

Hello students.

I’m a PhD student at the University of Minnesota, and as part of my dissertation I’m working on using a new test to explore how students understand statistical simulations. I want to use your ideas for my research, so I’ve asked your instructor if I could introduce my study and encourage you to participate.

I am inviting you to take a test with 18 questions about simulations. Your answers to the test will help researchers and teachers better understand how you interpret simulations and how to make improvements in statistics courses like the one you’re taking.

On December 1st you will receive a recruitment email from your instructor with further instructions. To participate in the study, you will simply click a link to the test in that recruitment email. The test should take about 30 to 45 minutes to complete, which you can do on your own time on any computer or tablet. There is no time limit.

As an incentive, if you complete the test you will receive an additional [number of points of extra credit] toward your grade in this class. This test may also help you prepare for your final quiz or exam!

Since the extra credit needs to be counted toward your grade for this semester, I will only be accepting participants until December 16th 11:59pm.

Thank you for your consideration and for helping me with my research!
Appendix F6: Information sheet for field test

INFORMATION SHEET FOR RESEARCH
Student understanding of statistical simulations

You are invited to be in a research study exploring how students understand and interpret statistical simulations. You were selected as a possible participant, because you have enrolled in EPSY 3264 or EPSY 5261. We ask that you read this form and ask any questions you may have before participating in the study.

This study is being conducted by Robert delMas, Andrew Zieffler, and Jonathan Brown, Department of Educational Psychology at the University of Minnesota.

Procedures:

If you agree to be in this study, we ask that you complete one 18-question test in Qualtrics.

After submission of your answers, you will be given the option to be awarded extra credit for your participation. You will be redirected to a page separate from the test where you can enter your class section and email.

Confidentiality:

In any sort of report we might publish, we will not include any information that will make it possible to identify a participant.

Following submission of your test answers, you will be given the option to be awarded extra credit for your participation. You will be redirected to a page separate from the test where you can enter your email. Your email will be collected by the research team but will not be linked to your test responses. Your test responses will remain anonymous. Once the research team notifies your instructor that you completed the test, your email will be deleted from the data.

For future use, your typed test responses without personal identifiers will be securely stored on a password-protected computer and Shared Google Drive that only the research team has access to. Future use could include future research studies or distribution of your typed responses to another investigator for future research studies without your additional informed consent.

Voluntary Nature of the Study:

Participation in this study is voluntary. Your decision whether or not to participate will not affect your current or future relations with the University of Minnesota. If you decide to participate, you are free to not answer any question or withdraw at any time without affecting those relationships. If you agree to participate but decide to withdraw prior to completing the test, you can simply exit the test and your responses will be automatically deleted after one week. However, if you fully complete the test, your responses cannot be deleted, as all responses are anonymous.
Contacts and Questions:

The researchers conducting this study are Jonathan Brown (student investigator), Robert delMas (principle investigator and student adviser), and Andrew Zieffler (co-investigator and student adviser). If you have questions now or later, you are encouraged to contact Jonathan Brown (email: brow3019@umn.edu, phone: 608-443-9883) or Robert delMas (email: delma001@umn.edu, phone: 612-625-2076).

This research has been reviewed and approved by an IRB within the Human Research Protections Program (HRPP). To share feedback privately with the HRPP about your research experience, call the Research Participants’ Advocate Line at 612-625-1650 (Toll Free: 1-888-224-8636) or go to z.umn.edu/participants. You are encouraged to contact the HRPP if:

- Your questions, concerns, or complaints are not being answered by the research team.
- You cannot reach the research team.
- You want to talk to someone besides the research team.
- You have questions about your rights as a research participant.
- You want to get information or provide input about this research.

This information sheet is for your records.
Appendix G: Comments for Second Round of Classification

Items n01/e01 (Purpose)

n01
e01

Major issue with this item is use of the word or idea of “represent”, “representation”, or “representativeness”. Some responses framed this from an external validity perspective, whereas other responses seemed to frame this from a more informal perspective, such as getting a better idea of what the underlying population might look like. In cases where “representation” is apparently referring to getting a better picture of the population or having a collection of simulated samples better represents the population, this was not deemed a real-world conflation. See e01 ID = 97. In cases where “representation” sounded more like the representation of a sample or increasing the representativeness of the data, this was deemed a real-world conflation. See e01 ID = 48. For highly ambiguous cases, these were labeled as inconclusive. See e01 ID = 81.

Items n02/e04 (Center)

n02
e04

For responses exclusively about the confidence interval including 0 without other language suggesting of rwc, these were not marked as rwc. In these cases, it was not clear how participants thought about the distribution or the center of the simulation. Using the word “data” in a response automatically indicates a product-facet rwc. Several responses agreed that there is no difference but did not provide sufficiently clear reasoning to indicate how they were interpreting the graph or results. These responses were not coded as showing rwc.

ID = 8 provides compelling example of simultaneously using rwc ideas while still correctly describing the simulated nature of bootstrapping: “yes because the bootstrap average was taken from a larger number of samples, and larger sample size means greater accuracy. sampling with replacement mimics possible real sampling but provides us with more data”. The two sentences conflict each other.

At least one response discussed accuracy and more of something though only through “more numbers”. Given the lack of clear terminology or description, this was not coded as rwc.

ID = 48 balanced simulation language with rwc language: “I agree with friend 3 due to the fact that the bootstrap average takes over 100 simulations of the data into account. The bootstrap provides a large array of data rather than basing evaluations of data off of one simulation.” This was coded as the product facet due to the usage of “large array of data”, despite only referring to simulations. Interestingly, the sample data appears to be framed as a single simulation.

Items n03/e02 (Calculation)

n03
e02

Several of the panacea-based responses appear to have misinterpreted the two researchers’ approaches. Some participants appear to have interpreted that Researcher 1
(the incorrect choice) somehow ran more trials than Researcher 2, even though the same simulation output was used for both researchers.

In one case (ID = 185), a clear misconception that discredits the observed result is shown, but the participant does not explain why. As a result, this was not coded as a real-world conflation, as they could be discrediting the 7.7 for many reasons, including not understanding that 7.7 is the observed result in the first place.

e02

The two-part nature of the desired response created difficulty in interpreting some responses. For example, one participant correctly explained that the observed instead of simulated data needed to be used, but they incorrectly chose Friend 2. This misplacing of the friend choice with a correct explanation was judged to be inconclusive, from a rwc coding standpoint.

The use of the word “data” was considered a reason to code a response as showing rwc, unless it is used in the phrase “bootstrap data”.

One participant (ID = 162) specifically and correctly stated that the bootstrap mimicked sampling from a larger population. However, that reasoning was used as justification for choosing the bootstrap average instead of the sample average, suggesting the participant is assigning some special power or property to that mimicry. Thus, this was coded as rwc-panacea, despite the correct reasoning.

Items n04/e03 (Interpret)

Many incorrect responses to this item were ambiguous, primarily due to an apparent confusion about the null hypothesis or hypothesized model were. Thus, many Participants correctly chose Answer 1 but incorrectly explained the hypothesis being judged or the conclusion to be reached. For example, Participant 178: “I agree with research 1 because the p-value indicates that there is evidence that the difference is 0.” Other incorrectly chose Answer 2 but also indicated hypothesis confusion, as with Participant 182: “I agree with answer 2 because since the p-value is lower than 0.05, we can conclude that the null hypothesis is not supported and therefore there is no difference between the groups.”

Participant 2 correctly chose Answer 1, but their explanation implicated a RWC by talking about the “data” and where it was on the plot.

Participant 84 offered this explanation for no difference: “Low p value means that the data is not supported.” This clearly discredits the data, but it is unclear why this is the case. That is, the participant’s perspective on the simulation is unclear. Thus, this was not coded as rwc, even if this was the source of the statement. This implicitly might be a Panacea facet, as the simulation may be viewed as having the power to judge the data, instead of the hypotheses. Similar reasoning may explain Participant 117: “Answer 2 because we used the sample average value to calculate the p-value so this is the value we should use to compare it with.” The sample average is being judged instead of the hypotheses, though it is clear in this case that it is to ensure congruence with the value used to compute the p-value. Similarly, Participant 152: “I agree with the second answer because based on the low p value that data cannot support the research question and therefore can be rejected.” The data are rejected, but it is unclear what this actually means and why.
Many responses focused on using choosing the interval in order to evaluate something about the sample mean. For example, Participant 102: “No, you should use the interval to compare and then see if the sample estimate falls into that range.” Participant 125 explained advantages of bootstrapping that could be referring to RWC, were they further interviewed: “Yes, bootstrapping helps us save time and avoid the cost of repeating the experiment to get other groups of sampled data.”

Some responses that simply refer to the bootstrap estimating the average delay time are unclear, regarding the degree of RWC-thinking by the participant. E.g., Participant 178: “I agree with Friend 2 because the bootstrap trial estimates the average delay time.”

Items n05/e05 (Trials)
n05/e05
n05

One example clearly combining all three facets was Participant 15: “…more trials equates to more accurate data being collected…. The incorrect use of “accurate” refers to Panacea, “data” to Product, and “being collected” to Process. As the value of the accuracy seemed to be the primary theme of this explanation, this was coded as Panacea.

Reduction of margin of error, variance, standard error, or standard deviation was not coded as RWC for this item, unless it was paired with the notion of a larger sample size, due to the variance measures indeed getting smaller in some cases. Additionally, decreasing uncertainty was only coded as RWC-Panacea when paired with statement about changing sample size.

Statements about an increased sample size sometimes included additional benefits as a result of the increase, as shown by Participant 89: “Yes, something was gained. Larger sample sizes give more reliable results with greater precision.” In other cases, a false statement about more data or a larger sample size was paired with a correct albeit general statement about increased accuracy. E.g., Participant 116: “Yes something was gained, you were able to collect more data which gave you a more accurate number.” These types of responses were only coded as Product, as the Panacea aspect was either inconclusive or actually true but for a different reason than stated.

Participant 133 offered an interesting set of misconceptions, ultimately coded as both Product and Panacea: “The other teams obtained lower p-values, along with a mean closer to 0. We know as the sample size increase, the p-value decreases - as they have an inverse relationship in simulations.”

The idea of a “trial” appeared to be synonymous with “sample size” in many participants, leading to most of the RWC codes as shown. A direct example of this synonymousness is from Participant 184: “With a larger sample size (running more trials), they gained a smaller interval estimate which allows for less uncertainty.”

Just indicating less variability was not enough to code for RWC, as that reasoning could come from many sources. Instead, RWC-Panacea was coded for responses arguing for less variability, less uncertainty, or similar responses, when paired with a statement about changing sample size.
Use of the word “sample” was deemed inconclusive, unless it was used in a phrase such as “sample size” or with the word “data”. Samples as a word could be referring to hypothetical or bootstrap samples.

The word “generate” only coded for RWC if enough other RWC language used. This created coding complications for Participant 40: “Yes, the more time you run the bootstrap the accurate your interval will be because you are generating more data points. As more and more samples are generated the variability between the standard Deviation decreases. Notice the first one had a very different SD than the other 3.” The use of “generate more data points” was coded as Product, leading to a Panacea code for a more accurate interval. However, the use of “samples are generated” in isolation falls outside of the Product coding criteria, even though the earlier part of the statement was coded as Product. To keep language consistent for coding, “samples are generated” was not coded as Product, and therefore, “variability…decreases” was not coded as Panacea.

Cases where the words “data”, “sample size”, and “trials” seemed to be used interchangeably, creating obfuscation and difficulty in coding. Consider Participant 99: “The other groups were able to draw information from their surplus of data, meaning that their information would therefore be more accurate. They were likely able to achieve much closer values of the average and standard deviations because there were more trials in the first place.” In the first sentence, “surplus of data” is used, which was coded as RWC-Product. However, “trials” is used in the second sentence, suggesting “trials” and “data” are synonymous in the participant’s mind. To keep coding consistent, Panacea was only applied when the benefit was listed as a direct conditional within the same sentence, instead of being implied across sentences when wording changed. In the given example for Participant 99, “more accurate information” was coded as Panacea, as it directly follows from “surplus of data”. However, “closer values of the average” was not coded as Panacea, as it did not directly follow from “surplus of data”, but rather, “trials” within the same sentence. Exception to this “within sentence” rule occurred when another sentence directly referred to a separate sentence, which connected the Panacea statement to the Product statement, as in Participant 20: “The other groups that ran more trials compared to the first who only ran 100 gained an average that is closer to the actual, true average. They were able to accomplish this simply by taking larger sample sizes. Variability decreases as sample size increases, so a closer average to the actual one was able to be obtained in doing so.” This level of coding complexity was rife throughout responses.

Items n06/e06 (Replication)

Incorrect responses to this item were presumably likely to be favored toward the Process facet, given that the item directly asked about the replication process. Accordingly, incorrect responses were implicitly framed from a standpoint of affirming simulation as a real process.

Based on responses to both replication items (n06 and e06), it is unclear to the extent to which participants have a correct, consistent definition of what replication is.

Several examples of apparent misunderstanding about what replication entails. For instance, the response from Participant 62 was deemed “inconclusive”, due to correctly differentiating between simulated and actual resampling, in addition to focusing on sampling variability estimation, instead of replication: “Yes, the approach Researcher
two is doing is valid because it is mimicking the process of sampling repeatedly (rather than researcher one's approach of actually repeating the study) from the population and then we can estimate sampling variability.” In contrast, Participant 147 similarly describes a hypothetical bootstrapping process but does not link it to estimating sampling variability.

One participant admitted to not understanding replication, and while they did see validity in redoing the simulation, they did not seem to harbor a RWC: “I am not familiar with the true definition of a "replication study", I believe research 1 would be the best way to preform the replication study since you are adding in more true values rather than simulation values. However, I do see validity in researcher 2 as well since it is true that different simulation means will result by running a second simulation with the data already present.” This was not coded as RWC.

Responses that explain that Researcher’s process is valid but clarify that the reasoning is due to the study or some factor other than the simulation were not coded as RWC. Consider Participant 83: “Yes, because the study uses random assignment, so the results would be different from the results of the first study.” The emphasis on the study using random assignment appears to remove the role of the simulation for replication.

One type of response focused on the small sample size as the reason for not picking Researcher 2. Consider Participant 100: “Approach #2 is not a valid way to run the replication of a study because 14 is not enough of a sample size to confidently feel it we got an accurate representation of the general population. However, we can feel confident with the results that we received the first time would hold up due to our bootstrapping the original sample.” As in similar responses, they do not address if the simulation would be a valid form of replication, were the sample size sufficiently large. These amount to agnostic responses, as they do not address the role of the simulation. Hence, these types of responses were deemed “inconclusive”, regarding any RWC.

Panacea Special Case also applies to this item. Consider Participant 8: “if the first study was done by true random sampling, then that data should be representative of all departures, and sampling with replacement is representative of doing another actual sample. The only reason what it might be beneficial to do another study was if there was concern for confounding variables at the time of the original study.” Using the phrase “representative of doing another actual sample” does not suggest a RWC, but instead a Panacea effect, in terms of a hypothetical process replacing a real process for the real outcome of a replication.

Items n07/e07 (Confound)

One theme of incorrect responses involved referring to random assignment or a description of random assignment as the reason why a valid conclusion could still be made. This type of response was not coded as RWC, due to obfuscation over whether the participant was referring to the random assignment in the study design or the mimicry of random assignment in the simulation. For example, consider Participant 26: “Yes, the researchers can still provide a valid answer to the research question. The random assignment allows the researchers to prevent bias.”
The premise of the item focuses on the Panacea facet, due to directly asking about overcoming the effects of a confounding variable. Thus, incorrect responses coded as a RWC facet were predisposed to be coded as the Panacea facet.

“Randomization” was used as a keyword for a possible RWC, whereas “random sampling” and “random assignment” were not.

Similar to n07, the nature of the item prompt encouraged panacea-based incorrect responses.

Items n08/e08 (Sample Size)

Since n08/e08 focused on the Product facet in the item premise, incorrect responses were predisposed to be classified as the Product facet, unless the explanation clarified that the outcome was simulated in some manner.

Several incorrect responses correctly explained that the actual sample size was not changing, but that a larger sample size was being produced or replicated. Consider Participant 2: “The way the researchers ran the study did not change the actual sample size, however, the way they ran it showed a randomization of their results which in turn replicated a larger sample size.” This was coded as Panacea by process of elimination. Since they discounted the change of the actual sample size, this eliminated Product. Then, between Panacea and Process, the nature of replicating a larger sample size given the premise of this item seems to focus more on the power of simulation than the process of simulation, though both are present. This is supported by the phrase “randomization of results”, which was deemed to not use language indicating a real process.

Items n09/e09 (Device)
Appendix H: Notes for Third Round of Classification

An informal set of response themes used in the third classification analysis are presented below. Themes focused on categorizing examples of responses using language indicating a conflation of the simulation with the real world, with exceptions, as some themes were used to track the presence of other aspects across responses. Each item was given its own set of themes, though some themes repeat across items. Themes vary by specificity, as each set of themes was tailored to each set of responses to a given item. Numbers correspond to participants IDs. Additional details about these notes are highlighted below:

- Some participants may have stated a theme more than once
- **Bolded** responses indicate “clear” conflations
- For select items, responses correctly disagreed with the prompt but gave a wrong explanation. Those “disagree” responses with explanations suggesting conflation are underlined.

n01 (Purpose)

- remove problems or improve something [that is not clearly internal or external validity; also, not things that might be associated with variability measures] (5, 6, 9, 15, 29, 30, 33, 34, 35, 38, 41, 48, 51, 52, 53, 54, 57, 59, 60, 73, 74, 78, 96, 98, 99, 102, 105, 112, 114, 115, 116, 117, 118, 127, 128, 131, 133, 134, 138, 139, 143, 144, 145, 147, 152, 153, 154, 156, 162, 163, 164, 167, 169, 177, 178, 184)
- study design mix-up [includes references to random sampling and random assignment; discussions of values or groups] (7, 15, 18, 23, 25, 31, 32, 33, 35, 38, 48, 49, 50, 56, 59, 68, 76, 83, 89, 118, 119, 120, 122, 125, 128, 131, 133, 147, 157, 158, 162, 168, 169, 171, 183)
- anything about internal validity (7, 9, 20, 23, 32, 43, 46, 50, 54, 56, 68, 69, 75, 76, 89, 102, 121, 125, 151, 164, 165, 171, 174)
- anything about external validity (15, 18, 20, 21, 49, 68, 72, 75, 80, 83, 92, 94, 99, 100, 111, 112, 121, 122, 138, 157, 161, 164, 165, 189, 190)
- anything about variability [includes “standard error”, “SD”, or “uncertainty”] (17, 39, 149, 167, 191)
- replication (26, 141)
- more stuff (39, 72, 87, 109, 149, 167)

e01 (Purpose)

- remove problems or improve something [that’s not clearly internal or external validity; also, not things that pertain to variability measures] (2, 6, 12, 26, 30, 35, 38, 51, 69, 73, 96, 99, 104, 109, 114, 116, 126, 131, 138, 151, 158, 169, 185, 187)
- test a property (26, 33, 76, 79, 109, 151, 192)
• study design mix-up [random assignment or random sampling of data] (80, 90, 145)
• anything about internal validity (22, 160)
• anything about external validity (7, 48, 58, 75, 80, 82, 100, 121, 129, 156, 163)
• anything about variability [including “sampling variability”, “standard error”, “SD”, “uncertainty” in cases that don’t cast it as a problem, “error”, or “confidence interval”] (12, 17, 22, 30, 39, 50, 65, 82, 96, 115, 181)
• replication [using the word or describing repetition of the study or experiment] (7, 44, 109)
• more stuff (2, 23, 28, 48, 50, 63, 72, 77, 84, 86, 99, 110, 114, 116, 126, 160, 167, 178, 183, 185)

n02 (Center) [Underlined responses correctly disagreed with the prompt.]
• no difference (7, 11, 12, 17, 28, 30, 38, 52, 57, 59, 62, 67, 73, 75, 83, 84, 89, 92, 101, 102, 132, 145, 152, 158, 160, 163, 164, 180, 182, 184, 186, 190, 191)
• other results flaws (47, 93, 110, 122, 139, 165, 192)

e04 (Center) [Underlined responses correctly disagreed with the prompt.]
• remove problems or improve something [that is not clearly internal or external validity; also, not things that might be associated with variability measures] (2, 12, 21, 22, 30, 33, 35, 36, 38, 39, 44, 45, 46, 50, 62, 63, 72, 84, 87, 96, 101, 109, 110, 116, 117, 120, 126, 128, 132, 134, 138, 151, 152, 164, 167, 168, 187, 189, 190, 193)
• study design mix-up [random sampling and random assignment references that aren’t explicitly tied to simulation] (19, )
• anything about external validity (19, 21, 46, 100)
• anything about variability (that is not casting variability as an explicit problem) (129)
• replication (referring to repetition of samples; slightly different from “more stuff”) (27, 62)
• more stuff (2, 8, 33, 36, 48, 50, 52, 55, 56, 59, 87, 89, 99, 109, 116, 117, 126, 128, 129, 134, 157, 167, 183, 185, 186)

n03 (Calculate)
• trial accuracy (59, 68, 115)
• anything about internal validity (5)
• real samples (28)
• population parameter (49)
• more stuff (179)

e02 (Calculate)
• mean confusion (2, 22, 49, 165)
• remove problems or improve something (5, 33, 45, 46, 57, 58, 59, 61, 62, 80, 91, 109, 120, 134, 151, 162, 168, 178, 180, 185, 190)
• data confusion (19, 20, 26, 28, 35, 56, 90, 169, 185)
• anything about external validity (80)
• anything about variability (120, 134)
• more stuff (33, 79, 80, 107, 109, 116, 120, 130, 160, 190)

n04 (Interpret)
• data confusion (2)

e03 (Interpret) [Underlined responses correctly disagreed with the prompt.]
• remove problems or improve something (28, 63, 115, 162)
• data confusion (41, 48, 115)
• more stuff (63)

n05 (Trials)
• remove problems or improve something [this includes references to variability measures, as they were typically framed as an improvement or benefit] (4, 5, 9, 12, 15, 22, 23, 25, 26, 31, 43, 48, 51, 52, 55, 68, 72, 89, 93, 97, 99, 104, 127, 133, 135, 141, 143, 144, 145, 161, 163, 164, 170, 171, 174, 184, 185, 187)
• anything about internal validity (26, 121)
• anything about external validity (43, 52, 60, 98, 151, 156)
• data confusion (57)
• replication (62)
• more stuff (5, 9, 10, 12, 13, 21, 25, 31, 43, 49, 51, 54, 60, 63, 68, 89, 97, 98, 99, 102, 104, 116, 127, 128, 133, 135, 141, 143, 144, 145, 150, 151, 156, 160, 163, 164, 170, 182, 184, 185)

e05 (Trials)
• remove problems or improve something [this includes references to variability measures, as they were typically framed as an improvement or benefit] (8, 12, 14, 20, 23, 25, 26, 36, 40, 41, 43, 47, 48, 49, 53, 61, 62, 63, 83, 89, 93, 99, 102, 104,
106, 114, 115, 116, 117, 121, 129, 135, 141, 144, 149, 152, 165, 171, 176, 177, 184, 192)

- test a property (115)
- anything about internal validity (26)
- anything about external validity (43, 75, 115)
- mean confusion (55)
- data confusion (30, 35)
- replication (62)
- more stuff (6, 8, 9, 12, 14, 20, 21, 23, 25, 26, 34, 36, 40, 41, 43, 46, 47, 48, 49, 60, 61, 63, 83, 84, 85, 89, 99, 102, 104, 114, 116, 117, 126, 133, 135, 141, 144, 145, 146, 150, 152, 153, 160, 167, 176, 183, 184, 192, 193)

n06 (Replication) (Underlined responses indicate correct disagreement with the prompt)

- valid but [not a conflation category] (72, 80, 84, 97, 111, 169, 192)
- keep the same (116, 151, 154, 163, 189)
- will be different (151, 192)
- save resources (111, 161, 178)
- limited reason [agrees with prompt but does not explain why] (34, 67, 72, 80, 84, 90, 116, 154, 169, 178, 179)
- remove problems or improve something (52)
- same as new (12, 39, 105, 111, 150, 184)
- boot-replacement (15, 21, 22, 50, 70, 86, 99, 121, 123, 126, 136, 147, 149, 150, 184)
- mimicry (62, 77, 99, 147, 184)
- study design mix-up [referring to “random assignment” or “random sampling” in isolation or as if the simulation is effectively doing either] (21, 59, 70, 123, 161, 176, 189)
- other random [but not referring to “random assignment” or “random sampling” unless referring to the original study design] (12, 39, 45, 50, 77, 94, 119, 128, 130, 151, 165, 189, 191)
- more stuff (29, 170, 191)
- assume representation (97)

e06 (Replication)

- valid but [not a conflation category] (8, 26, 29, 44, 54, 138, 167, 192)
- keep the same (30, 35, 46, 94, 102, 116, 117, 138, 146, 151, 165, 172, 189)
- will be different (44, 83, 102, 117, 141, 151, 163, 167, 178)
- save resources (136, 151)
• limited reason [agrees with prompt but does not explain why] (27, 34, 54, 56, 57, 101, 172, 183, 192)
• same as new (8, 23, 63, 78, 118, 150, 168, 184)
• boot-replacement (8, 10, 15, 21, 22, 27, 29, 32, 50, 58, 62, 70, 72, 78, 121, 123, 127, 128, 130, 135, 136, 147, 149, 150, 165, 167, 168, 184, 189)
• mimicry (58, 62, 77, 98, 100, 127, 147, 149, 168)
• study design mix-up [referring to “random assignment” or “random sampling” in isolation or as if the simulation is effectively doing either] (21, 70, 73, 83, 121, 135)
• other random [but not referring to “random assignment” or “random sampling” unless referring to the original study design] (8, 12, 13, 15, 23, 26, 33, 39, 49, 63, 136, 141, 163, 169, 170, 176, 189, 193)
• more stuff (10, 63, 70, 99, 126, 128, 170 178)
• anything about internal validity (22, 184)
• assume representation (47, 23, 126, 167, 193)
• sufficient sample size (49, 93)

n07 (Confound)

• valid but (109)
• sim random assignment or experiment (36, 64, 77, 90)
• maybe sim random assignment or experiment (112, 132)
• sim other random (71, 118, 160)
• maybe sim other random (116, 164)
• sufficient trials (37)

e07 (Confound)

• limited reason (38, 86, 166)
• variability or error measures (112, 162)
• sim other random (160)
• results focus (167)

n08 (Sample Size) (Underlined responses indicate correct disagreement with the prompt)

First general type of response to prompt (explicit disagreement with prompt)

• no but sim more stuff (2, 4, 36, 53, 93, 143, 166)
• no but remove problems or improve something (65, 108)
Second general type of response to prompt (explanations suggest correct disagreement with the prompt, even if there is explicit agreement)

- sim more stuff (33, 49, 62, 99, 127, 149)

Third general type of response to prompt (explicit agreement with prompt or explanation that indicates clear agreement with prompt)

- more stuff (5, 6, 12, 16, 22, 25, 38, 43, 44, 48, 50, 61, 63, 70, 74, 76, 77, 84, 87, 89, 90, 101, 111, 113, 118, 119, 128, 130, 141, 146, 150, 152, 160, 167, 182, 183)

The following categories are the reasons or additional themes for those responses only coded under “more stuff”:

- limited reason (5, 12, 25, 43, 44, 76, 84, 90, 111, 146, 152, 160, 183)
- boot-replacement (50, 70)
- without replacement (16)
- representation (16, 48, 70, 119)
- pop copies sample (74)
- trials [not necessarily a conflation as this is a way to track which responses directly spoke to trials] (6, 22, 38, 48, 61, 63, 77, 87, 89, 128, 130, 141, 167, 182)
- sim sample many times (150)
- mimic population [not necessarily a conflation as this is a way to track which responses directly spoke to trials] (77, 113)
- average from sim (21)
- expands sim (101)
- randomize (87, 113, 118, 183)
- repeat experiment (89)
- something different (118)
- remove problems or improve something [not tied to the “representation” category above] (22, 43, 44, 128)

e08 (Sample Size) (Underlined responses indicate correct disagreement with the prompt)

First general type of response to prompt (explicit disagreement with prompt)

- no but sim more stuff (4, 31, 88, 114, 127)

Second general type of response to prompt (explanations suggest correct disagreement with the prompt, even if there is explicit agreement)

- sim more stuff (55, 99, 111, 167, 176, 184)
• ambiguous agreement general (2, 18, 132)
• ambiguous general (130)
• remove problems or improve something (130, 140)

Third general type of response to prompt (explicit agreement with prompt or explanation that indicates clear agreement with prompt)

• more stuff (6, 10, 12, 13, 14, 16, 20, 21, 22, 25, 30, 35, 38, 41, 43, 44, 47, 48, 49, 50, 61, 63, 70, 72, 74, 84, 87, 89, 90, 95, 109, 124, 128, 141, 147, 151, 152, 153, 160, 163, 164, 169, 182, 186)

The following categories are the reasons or additional themes for those responses only coded under “more stuff”:

• limited reason (10, 25, 35, 41, 47, 49, 63, 84, 128, 151, 152, 153, 160, 164, 186)
• boot-replacement (20, 21, 38, 44, 50, 61, 70, 72, 90, 109, 124, 141, 147, 151)
• representation (16, 124)
• trials [not necessarily a conflation as this is a way to track which responses directly spoke to trials] (6, 12, 13, 22, 43, 48, 49, 89, 95, 141, 182)
• redraw many times (14)
• mimic population [not necessarily a conflation as this is a way to track which responses directly spoke to trials] (20, )
• pop copies sample (74)
• randomization (87, 163)
• random assumption or sampling (63, 109, 169)
• sd issue (30)
• remove problems or improve something [not tied to the “representation” category above] (14, 25, 47, 152)

n09 (Device)
• valid but (32)
• beyond observed (9)
• sim random assignment (32)
• maybe sim random assignment or sampling (132, 160)
• maybe sim other random (39, 100)

e09 (Device)
• variability or error measures (13)
• rerun consistency (28)
• bootstrap (120, 128)
• maybe sim other random (160)