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ABSTRACT 

This phenomenological study investigates conceptions of statistical variation that 

secondary mathematics teachers who are recognized leaders in AP Statistics exhibit. This study 

also investigates perceptions and recollections of activities and actions that teachers who 

exhibited robust understandings of variation suggest contributed to their current understandings 

of variation. The data include questionnaires, event history calendars, critical incident 

descriptions, resumes, course syllabi, content-focused interviews, and two learning-context 

interviews for each teacher. Constant comparative analysis (Glaser & Strauss, 1967) of content-

interview data and syllabi yielded three distinct types of teachersô conceptions of variation: 

Expected but Explainable and Controllable (EEC), Noise in Signal and Noise (NSN), and 

Expectation and Deviation from Expectation (EDE).  

The teachersô responses to variation-related tasks were used in conjunction with the 

SOLO Model, research results about studentsô learning related to variation, and expositions on 

what it means to understand statistical variation to develop a framework for robust 

understandings of variation. The framework consists of two cycles of levels of reasoning in the 

formal mode. Robust understanding of variation is indicated from integrated reasoning about 

variation across three perspectivesðdesign, data-centric, and modelingð in the second cycle of 

levels. Teachersô understandings of variation were assessed using the framework. Five teachers 

exhibited reasoning about variation that was consistent with robust understandings of variation.  

Analysis of learning experience-related data for these five teachers followed protocol for 

phenomenological studies. Factors that may have contributed to these five teachersô 

developments of robust understandings include their interests in the field of statistics, their desires 

to have an overarching content framework for themselves and for their students, their 

foundational knowledge upon which they built deeper understandings, their propensities for 
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critical reflection, and their acting on opportunities to engage in learning activities and rational 

discourse with more knowledgeable others. The extent to which they embrace these opportunities 

may distinguish them from other teachers.  
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Chapter 1 

 

Rationale 

Status of Statistics Education Research 

Statistical content currently occupies a prominent position in content recommendations 

for students in Pre-Kindergarten through grade 12 (e.g., Burrill, Franklin, Godbold, & Young, 

2003; Franklin et al., 2007; National Council of Teachers of Mathematics [NCTM], 1989, 2000), 

and national assessments for elementary and secondary students reflect an increased focus on data 

analysis (National Assessment Governing Board [NAGB], 2004; Tarr & Shaughnessy, 2007). 

Analyses of results from large-scale assessments like the National Assessment of Educational 

Progress (NAEP) point to improved student performance on data analysis items (D'Ambrosio, 

Kastberg, McDermott, & Saada, 2004; Tarr & Shaughnessy, 2007; Zawojewski & Shaughnessy, 

2000), but concerns remain about studentsô performance on complex tasks that require 

sophisticated statistical reasoning (Tarr & Shaughnessy, 2007). 

Student achievement often is considered in tandem with teacher knowledge, and recent 

research results support the widely accepted view that teacher knowledge can positively affect 

student achievement in mathematics (e.g., Hill, Rowan, & Ball, 2005). Some researchers 

(Reading & Shaughnessy, 2004) speculate that studentsô understandings of statistical concepts 

may be connected to their teachersô lack of experiences with the content and posit that ñmostò 

Pre-Kindergarten through grade 12 teachers have few statistical experiences (Shaughnessy, 

2007).  

To develop teachersô understandings of statistics concepts, researchers (Heaton & 

Mickelson, 2002; McClain, 2005), leaders from professional organizations (Conference Board of 
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the Mathematical Sciences [CBMS], 2001), and curriculum developers (Chance & Rossman, 

2006) opine that teachers need opportunities to experience the study of statistics in ways similar 

to how they are expected to teach the content. Current results from research suggest that while 

researchers are making progress in uncovering characteristics of experiences that result in 

teachersô learning of statistics (e.g., Hammerman & Rubin, 2004; Liu & Thompson, 2005; Makar 

& Confrey, 2002), researchers are just beginning to reveal characteristics that lead to teachers 

constructing robust understandings of formal statistical concepts.  

Examining existing research studies that investigate teachersô conceptions or learning in 

statistics reveals conceptions or learning for a limited number of concepts, like hypothesis testing 

(Liu & Thompson, 2005), sampling distribution (Heid, Perkinson, Peters, & Fratto, 2005), or 

arithmetic mean (Callingham, 1997); for a limited number of problem contexts, such as group 

comparisons (Hammerman & Rubin, 2004; Makar & Confrey, 2005); or for a limited number of 

teachers within an exploratory setting, like the setting of a mathematics course for preservice 

elementary teachers (Canada, 2004) or professional development for inservice middle school 

teachers (McClain, 2005) designed specifically to promote particular understandings. When the 

amount of work needed to expand this limited scope of coverage is coupled with the length of 

time that typically exists before results from studies are disseminated publicly, designing 

research-based preservice and professional development programs that facilitate teachersô 

constructions for statistics in general seems to be a goal for the distant future. Current efforts can 

take years to begin to effect a change in statistics teacher education and may require more time 

than legislators and the public will tolerate to achieve a statistically literate population of teachers 

that can educate statistically literate students. Needed is a complementary research path that will 

provide more immediate results that eventually can be compiled with the outcomes of long-term 

investigation. 
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This study, a retrospective study with teachers who have robust understandings, offers an 

alternative approach intended to be timely as well as viable for uncovering the characteristics of 

experiences associated with successful learning. Rather than designing and studying a program 

that may be successful in having teachers construct robust statistical understandings, studying 

teachers who already have robust understandings eliminates the time required to design, 

implement, evaluate, redesign, and reevaluate an educational program. Retrospective examination 

of the characteristics of successful learning experiences for individuals who already have robust 

understandings occurs almost immediately. Retrospective study also does not require speculation 

about contexts that may be successful in perturbing individuals towards the construction of robust 

statistical understandings; by studying individuals who already have robust understandings, the 

focus shifts to uncovering the varied contexts that may have facilitated the construction of those 

understandings. Retrospective study, however, does not offer a panacea for all of the limitations 

of conventional study.  

Because of the reliance on individualsô memories and the accuracy of those memories, 

the collection and analysis of retrospective data raises issues of reliability and validity (Martyn & 

Belli, 2002). Research results offer strategies that can reduce the impact of recall effects, 

including the use of instruments like event history calendars (Freedman, Thornton, Camburn, 

Alwin, & Young-DeMarco, 1988; Martyn & Belli, 2002)
1
 and critical incidents descriptions 

(Brookfield, 1990; Butterfield, Borgen, Amundson, & Maglio, 2005; Flanagan, 1954).
2
 

Additionally, a single retrospective study realistically cannot investigate individualsô experiences 

in learning every statistical concept; however, by focusing on a key concept that underlies every 

area of statistics, characteristics of experiences critical for developing robust understandings of 

                                                      
1
 The format of the event history calendar is a matrix, with columns containing timing cues for recording 

behaviors and rows containing behaviorsðsignificant activities or events related to the goals of the 

researchðthat can help individuals to frame the occurrence of important events (Freedman, Thornton, 

Camburn, Alwin, & Young-DeMarco, 1988) 
2
 Critical incidents are defined to be unique events that evoke emotion at the time of occurrence or events 

that mark a transition point in life and are significant in the lives of individuals (Brookfield, 1990). 
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that concept arguably parallels the characteristics of experiences critical for developing robust 

understandings of statistics in general. Variation is one such statistical concept. 

Variation and Statistics 

The need to think statistically stems from the presence of variation. Statistical thinking 

encompasses finding ways to deal with variation in order to answer questions probabilistically 

and to determine the adequacy of the answers based upon considering the context from which the 

question originates. Many statisticians view the development of statistical thinking as 

fundamental to statistics education (e.g., Bailar, 1988; Cobb & Moore, 1997; Moore, 1998). In 

general terms, statistical thinking embodies an understanding of the statistical problem-solving 

processðthat is, understanding both how to engage in the process and why the process is 

neededðand understanding the fundamental concepts that underlie the process (Ben-Zvi & 

Garfield, 2004). Variation plays a crucial role throughout the process of statistical investigation 

(Franklin et al., 2007).  

Various facets of variation arise throughout the investigative process (Franklin et al., 

2007). Failure to acknowledge variation or to anticipate possible sources of variation can render a 

statistical study meaningless before data collection begins. Identifying potential sources of 

variation allows some of those sources to be controlled through the processes chosen to collect 

data, thereby increasing the likelihood that the effect of or relationship with the factor(s) of 

interest can be determined. Because variation cannot be controlled completely, variation also 

plays a central role in the analysis and interpretation of data. Measuring variation and accounting 

for variability in the selection of a distribution or model to fit data enables determination of 

whether independent factors are related to or associated with dependent factors in ways beyond 

chance expectation. Variation prevents deterministic conclusions about relationships between 
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independent and dependent factors from being made, leaving only probabilistically conditioned 

statements for interpreting results about a population of interest. 

The breadth of individualsô reasoning about the facets of variation can be captured by 

considering their reasoning about variation through the lenses of three perspectives: a design 

perspective, a data-centric perspective, and a modeling perspective. Researchers have described 

data-centric and modeling perspectives on distribution (Prodromou & Pratt, 2006) and analyzed 

studentsô reasoning about distribution and variation in the same study using the same data to 

illustrate the connections between variation and distribution (Reading & Reid, 2006; Reid & 

Reading, 2005). Reading and Reid found that studentsô consideration of variation provides some 

indication of their abilities ñto identify, understand, and use the key elements of a distributionò (p. 

57), but they also found that studentsô ñstrongò consideration of variation included a need to 

ñrecognize the effect of a change of variation in relation to other conceptsò (Reid & Reading, 

2005, p. 51), including distribution. This seemingly reflexive relationship between variation and 

distribution merits consideration of variation from data-centric and modeling perspectives.  

In this study, Prodromou and Prattôs (2006) descriptions of the data-centric and modeling 

perspectives on distribution have been expanded and modified to describe perspectives for 

reasoning about variation. This study adds the design perspective because reasoning about 

variation is warranted by the types of thinking associated with reasoning about variation in 

consideration of study design. General types of thinking associated with design include strategic 

thinking to plan and anticipate problems within practical constraints and thinking related to 

seeking explanations (Wild & Pfannkuch, 1999). Types of statistical thinking associated with 

design include considerations of variation through noticing and acknowledging variation during 

consideration of and selection of investigative strategies (Wild & Pfannkuch, 1999).  

The three perspectives target different ways in which one might view variation. 

Reasoning about variation from the design perspective entails using context to identify the nature 



6 

 

of and potential sources of variation and considering design strategies to control variation from 

some of those sources. Reasoning from the data-centric perspective includes measuring, 

describing, and representing variation while exploring characteristics of distributions and using 

those representations to make informal comparisons about the relationships among data and 

variables. Reasoning about variation from the modeling perspective incorporates modeling data 

or modeling characteristics of data to reason about relationships among data and variables for the 

purposes of making predictions or inferences from data.  

Research Questions 

With statistical content occupying a prominent position in the content recommendations 

for students in Pre-Kindergarten through grade 12, teachersô lack of experiences with statistics, 

and concerns about studentsô performance on national assessments, research that provides timely 

information for the eventual design of preservice and inservice teacher education in statistics is 

sorely needed. Given the centrality of variation to the study of statistics and the consideration of 

variation needed for statistical thinking, focusing on the characteristics of experiences for which 

teachers were able to construct robust understandings of variation can provide some needed 

information for the eventual design of programs that enhance the development of teachersô 

statistical thinking.  

This study investigates some of these issues and in particular answers the following 

questions.  

¶ What conceptions of statistical variation do secondary mathematics teachers who are 

recognized leaders in AP Statistics exhibit? 
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¶ For those secondary AP Statistics leaders who exhibit robust understandings of variation, 

what are the activities and actions that contributed to their current understandings of 

variation as reflected in their perceptions and recollections of experiences? 

Answering the first question requires investigation of AP Statistics teacher-leadersô conceptions 

of variation. To answer the second question, clear explication of behaviors indicative of robust 

understanding of variation is needed to identify those teachers who provide sufficient evidence of 

robust understandings. Finally, a response to the second question requires examining the 

perceived beneficial learning activities and actions of those with robust understandings to look 

across experiences for common factors related to learning about variation. 

Overview of the Study 

This study is designed as a phenomenology for which the phenomenon under study is 

secondary mathematics teachersô development of robust understandings of variation. Primarily 

through the analysis of task-based, content-focused interviews and course syllabi, teachersô 

differing conceptions of variation are extracted and described. The Structure of the Observed 

Learning Outcomes (SOLO) Model (Biggs & Collis, 1982, 1991) is used to frame understanding 

and to analyze teachersô conceptions of variation. Through the analysis of two interviews focused 

on learning experience and instruments containing teachersô accounts of and perceptions of 

learning, factors contributing to the development of robust understandings of variation are 

extracted and compiled using data from those teachers who exhibit robust understandings. 

Analysis is guided by the detailed and systematic recommendations for phenomenological 

studies, as outlined by Moustakas (1994). 

Studentsô developing conceptions of variation have been studied previously (e.g., 

Reading & Shaughnessy, 2004; Watson, Kelly, Callingham, & Shaughnessy, 2003) and reported 
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in synthesized form (Shaughnessy, 2007). This study builds on the results of this prior research to 

provide empirical support from data collected from 16 AP Statistics teacher-leaders for the 

existence of three unique conceptions of variation for advanced knowers of statistics. Analysis of 

the data provided empirical support for a conceptual framework for robust understandings of 

variation. The framework differs from previous expository accounts of understanding in that it 

attempts to illustrate the connections and relationships among elements of the framework rather 

than provide lists of observable outcomes (e.g., Garfield & Ben-Zvi, 2005) and attempts to extend 

descriptions of what it means to reason about variation at advanced levels beyond responses to 

particular tasks (e.g., Watson & Kelly, 2004). Five teachers were found to provide clear evidence 

of robust understandings of variation, and data from these five teachers was used to extract 

learning factors that teachers perceive as contributing to developing their robust understandings. 

The next chapter describes the empirical grounding of the study from studies described in 

statistics education literature and teacher education literature. Chapter 3 contains explication of 

the conceptual and theoretical grounding of the study, and Chapter 4 details the research methods 

used in this study. The conclusions and limitations in Chapter 8 follow three chapters that present 

answers to the research questions and articulate the meaning of robust understandings of 

variation. 



    

 

Chapter 2 

 

Literature Review 

Research About Variation and Related Concepts 

Despite the critical role of variation in statistics and the emphasis on statistics in 

elementary and secondary mathematics education, studentsô and teachersô conceptions of 

variation and their developing understandings of variation have not been common topics in 

research literature. In 1997, Shaughnessy outlined what he perceived to be ñmissed opportunities 

in research on the teaching and learning of data and chanceò (p. 6), and, in particular, he 

identified the paucity of reported research on studentsô reasoning about variation as a ñmissed 

opportunity.ò Since that time, researchers have begun to study and publish results focused on 

studentsô and teachersô reasoning with variation and their conceptions of this key concept. 

Implicit within this literature are suggestions that preservice teacher preparation in statistics may 

not provide teachers with sufficient opportunities to develop robust understandings of statistical 

concepts. A comparison between research focused on teachersô reasoning and conceptions and 

similar work with students leads to the conclusion that, as Shaughnessy (2007) suggests, 

ñteachers have the same difficulties with statistical concepts as the students they teachò (p. 1000).  

The body of research that examines both studentsô and teachersô reasoning about and 

understanding of variation and related concepts suggests elements and connections needed for 

robust understandings of variation without providing a holistic image of robust understanding. 

When considered in conjunction with expository literature that outlines essential aspects and 

views of variation deemed necessary for deep understandings of variation, a clearer but still 

incomplete image of robust understanding comes into view.  
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The totality of research and expository literature about variation suggests that 

individualsô reasoning about variation can be captured from three perspectives: a design 

perspective that integrates acknowledgement and anticipation of variability in the design of 

quantitative studies; a data-centric perspective that integrates the processes of representing, 

measuring, and describing variation in exploratory data analysis; and a modeling perspective that 

integrates reasoning for fitting models to patterns of variability in data and statistics, judging the 

fit of models, and performing data transformations to improve the fit of models to make 

inferences from data. In addition to being able to reason competently about variation from these 

three perspectives, individuals should be able to integrate reasoning from the three perspectives 

while engaging in the statistical problem-solving process.  

In this chapter, I consider both studies with teachers and studies with students to 

articulate what research reveals about conceptions of variation and reasoning with variation. I 

first explicate what research reveals about individualsô reasoning about variation and related 

concepts from a design perspective, as statistical problem solving begins with anticipating and 

acknowledging variation. Discussion of research on studentsô and teachersô reasoning from data-

centric and modeling perspectives follows. Because understanding of variation both is dependent 

upon understandings of related concepts and is central for the development of understandings of 

related concepts, I also consider the results of research that examine concepts related to variation.  

Studentsô and Teachersô Reasoning From a Design Perspective 

A major focus of statistics is examining a question about a population through the 

analysis of data collected from a sample of the population. Making valid inferences about a 

population depends upon using appropriate sampling methods and designsðones that 

appropriately anticipate and acknowledge variability for answering questions of interest. Without 



11 

 

properly collected data, conclusions drawn from data are meaningless, which is why statisticians 

consider methods for collecting data that will allow the question of interest to be answered before 

they collect any data for analysis. At the heart of many of these methods and designs is 

randomization, which allows statisticians to determine if observed data characteristics like 

variation are due to chance or are likely to have been caused by some other factor (Franklin et al., 

2007). Two important forms of randomization lie at the heart of observational and experimental 

designs: random sampling and random assignment. As Garfield and Ben-Zvi (2005) indicate, 

randomization produces data with variation in mind and minimizes bias in sample selection by 

introducing planned variation to data. 

Reasoning About Variation and Sampling Methods 

Elementary and middle school students have been observed anticipating variability in 

samples and acknowledging variability by recognizing benefits from sampling methods that align 

with generally accepted methods (e.g., Watson & Kelly, 2002a, 2002b). Of primary importance in 

observational studies is sample selection that typically includes some form of randomization to 

produce samples representative of the larger population from which they are drawn (e.g., Groth, 

2003). Although random and representative samples may alternatively be considered to be fair 

and unbiased, everyday use of terms can interfere with studentsô intuitions about samples and 

fairness, for example. Young students seem to view a sample as a ñbit of somethingò (Watson & 

Kelly, 2002a, p. 5) but do not necessarily intuit the ñbitò as representative of a larger whole. The 

fifth graders observed by Jacobs (1999) did not associate fairness with individualsô equal 

probability of selection but rather associated fairness with individualsô perceptions of the 

selection process as fair. These students had no formal instruction in sampling, and practical 

issues interfered with their abilities to intuit statistically valid methods. In contrast to Jacobsô 
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students, Watson and Kelly (2002a) observed third-graders subsequent to instruction suggest that 

samples selected through random methods are ñfair.ò Some students even described ñfairò 

methods as methods that included ideas for producing random and representative samples, 

although students were not able to fully realize the benefits of randomization. Watson and Kelly 

(2002b) observed the same increased sophistication in reasoning about sampling methods from 

fifth graders. Their fifth graders scored significantly higher than and showed significantly greater 

improvement than third graders subsequent to instruction (Watson & Kelly, 2002b). These studies 

suggest that instruction may help students evaluate sampling processes and the products of those 

processes, although studentsô reasoning falls short of describing why the sampling methods work. 

Randomization is an important consideration for producing representative samples when 

designing studies, yet the importance of the topic has been largely overlooked by researchers. To 

date, researchers have paid little explicit attention to studentsô conceptions of randomization or 

studentsô reasoning about connections among randomization, variation, and sampling. Research 

suggests that elementary and middle school students benefit from instruction that examines the 

role of randomization in sampling, but what connections students make to variation are unclear.  

Reasoning About Variation and Samples 

With appropriate instruction, students are able to develop skills for reasoning about 

sample variability by making conjectures about reasonable sample compositions for samples 

selected from populations with known characteristics. Middle and high school studentsô reasoning 

about sample variability has been classified according to three increasingly sophisticated types of 

reasoning: additive, proportional, and distributional (Shaughnessy, Ciancetta, & Canada, 2004). 

Students who reason additively focus on frequency counts, whereas those who reason 

proportionally focus on relative frequencies to make conjectures about samples drawn from a 
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population of known composition. Supporting studentsô development of proportional reasoning is 

an overarching goal of middle school mathematics, but the complexity of reasoning 

proportionally is well documented (e.g., Behr, Harel, Post, & Lesh, 1992) and suggests one 

reason why individuals might struggle with the notion of a representative sample. Students who 

are able to reason proportionally may eventually be able to reason distributionally. Distributional 

reasoning is a more sophisticated type of reasoning about samples that entails reasoning with 

expected frequencies and reasonable deviation from expectation to consider possible sample 

compositions (Shaughnessy et al., 2004). In contrast with reasoning about samples from a 

population with known characteristics, distributional reasoning may be necessary but not 

sufficient for reasoning about a population from a sample. In their work, Shaughnessy and 

colleagues (2004) did not have students reason about the latter situation, but the work of Saldanha 

and Thompson (2002) suggests that reasoning that is more sophisticated than distributional 

reasoning might be needed to reason from relative frequencies and deviation from expectation for 

a sample in order to make inferences about the population. 

Inferential reasoning seems to require a multiplicative conception of sample and 

sampling (Saldanha & Thompson, 2002). Students who reason multiplicatively communicate a 

view of sample as a ñquasi-proportionalò subset of a population and communicate a view of 

sample statistics in relation to distributions of sample statistics for samples of the same size. 

Multiplicative conceptions include the notion of comparing a single sample statistic against the 

population of statistics resulting from statistics for all possible samples of a given size from the 

populationðthat is, comparing a sample statistic to a sampling distribution. Multiplicative 

conceptions seem to be necessary in forming a firm foundation for inferential reasoning. The 

secondary students observed by Saldanha and Thompson infrequently exhibited multiplicative 

conceptions of samples and sampling to reason about variability and patterns of variability in 

sampling distributions. The researchers suggest that students who do display multiplicative 
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conceptions have the support necessary for ñbuilding a deep understanding of statistical 

inferenceò (p. 268). Multiplicative conceptions seem to provide not only a foundation for 

understanding statistical inference but also seem to be important for considering variability in 

samples and sampling distributions. 

Sample Representativeness and Sample Variability 

Implicit in a multiplicative conception of sample and sampling are the notions of sample 

representativenessðthe idea that a sample will have characteristics similar to those of the 

populationðand sample variabilityðthe idea that samples are not all identical and thus do not 

match the population exactly. To exhibit multiplicative conceptions, the ideas of sample 

representativeness and sample variability are balanced, meaning that an individual implicitly 

acknowledges that a representative sample should produce statistics similar to population 

parameters and different samples should be composed of values from different observational units 

and (most likely) have different summary statistics. Balancing notions of sample 

representativeness with sample variability has been shown to be a nontrivial endeavor. In their 

work, Rubin, Bruce, and Tenney (1990) noticed that students tend to overly rely on one idea or 

the other depending upon the problem context. An overreliance on sample representativeness 

leads to the deterministic belief that a sample tells everything about the population from which 

the sample is selected, whereas an overreliance on sample variability leads to the deterministic 

belief that a sample tells nothing about the population. The researchers contend that the two ideas 

ñare contradictory when seen in a deterministic frameworkò (Rubin, Bruce, & Tenney, 1990, p. 

315), with a sample simultaneously revealing everything and nothing about a population. 

Probabilistic reasoning is needed to balance the two ideas.  
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As individuals who take multiple mathematics courses during their undergraduate 

studies, secondary mathematics teachers may have a propensity for deterministic reasoning 

(Meletiou-Mavrotheris & Stylianou, 2003) and thus may struggle with the notions of sample 

representativeness and sample variation. Inferential reasoningðreasoning from the variation of 

samples toward the variation of sampling distributions to determine the likelihood of drawing 

samples with particular statistics from a population with hypothesized parametersðis dependent 

on being able to reason probabilistically and having multiplicative conceptions of samples and 

sampling. Consideration of variation in samples and sampling distributions seems necessary to 

reason probabilistically.  

Reasoning About Variability in Experimental Design 

Little research exists to inform one about how students or teachers may reason about 

variation from a design perspective when designing experiments, but researchers do provide 

glimpses into how individuals anticipate variability when designing experiments. In a teaching 

experiment designed to have students consider error, or variation, as arising from multiple 

sources like measurements, instruments, and replications in experimental design, fourth graders 

compared rockets with different physical features and explored whether differences in rocketsô 

achieved heights could be attributed to random error or were indicative of systematic error in 

rocket types (Petrosino, Lehrer, & Schauble, 2003). During their classroom discussions, students 

were able to use their collected data to suggest systematic error and thus displayed sophisticated 

reasoning about variation. Not emphasized in the teaching experiment were ways in which to 

control various sources of errorðparticularly ways to control random error.  

Few students consider random assignment as a strategy to control variation, even when 

they are enrolled in an introductory course that emphasizes the role of randomization (Derry, 
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Levin, Osana, Jones, & Peterson, 2000). Consideration of methods to control systematic and 

random variability involves sophisticated reasoningðreasoning that was rarely seen in Grothôs 

(2003) study to investigate secondary studentsô understanding of experimental design. Although 

students may struggle to design experiments that control variation from different sources, even 

students at the elementary level have been observed to recognize sources of error in data 

(Masnick & Klahr, 2003). Necessary for designing experiments are both consideration of sources 

of variation and consideration of ways to control variation from those sources. 

Coordinating between-group (systematic) and within-group (random) variation involves 

what Reid and Reading (2005) label as ñstrong consideration of variation.ò The researchers see 

the coordination between systematic and random variation as a first step toward recognizing the 

link between variation and formal inferential statistics. They suggest that students may need time 

and instruction beyond an introductory statistics course, even a course focused on variation, to 

reason with a strong consideration of variation in a wide variety of contexts. While it appears that 

reasoning about variability from a design perspective is difficult for students and teachers, proper 

study design requires reasoning about sources that may introduce variability to data if left 

uncontrolled.  

Studentsô and Teachersô Reasoning From a Data-Centric Perspective 

After a study is designed and data are collected, statisticians typically engage in 

exploratory data analysis to investigate possible patterns of variability in data and relationships 

among variables. For studentsô initial explorations in statistics, however, students typically begin 

with exploratory data analysis rather than design (e.g., Moore, 1999). Much of the research to 

examine studentsô and teachersô reasoning about variation falls under the umbrella of reasoning 
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from a data-centric perspective, which includes reasoning about representing, measuring, and 

describing variability. 

Representing Variability 

Widespread availability of technology and easy access to software applications has 

caused a new instructional focus to emerge for creating and interpreting data representations 

(Friel, 2008). Rather than spending hours to create graphical displays, students and teachers are 

able to use technology to create data representations easily and to compare information about 

variation and patterns of variability revealed in or obscured by different representations, among 

other possible comparisons. Garfield and Ben-Zvi (2005) consider creating and examining 

multiple representations of data to reveal different aspects of variability as a necessary 

characteristic for understanding variation, and Wild and Pfannkuch (1999) coined the term 

transnumeration to describe statistical thinking embodied by the ñdynamic [italics in original] 

process of changing representations to engender understandingò (p. 227). Research highlights 

particular behaviors characteristic of transnumeration. 

Two broad categories of behavior related to graphical comprehension seem to align with 

reasoning about variation from the data-centric perspective: translation and interpretation (Friel, 

Curcio, & Bright, 2001). Translation involves representing and reading data by changing the form 

of data to extract descriptive information about the data (Curcio, 1987), whereas interpretation 

includes rearranging data and using additional representations to interpret and identify trends in 

data and to reason about variability both within and away from the trend (Friel, Curcio, & Bright, 

2001). Both behaviors incorporate elements of representing and describing variability, with 

interpretive behavior aligned more closely with the behavior of statisticians. Behaviors similar to 

translation and interpretation have been observed in the activity of middle school students (Ben-
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Zvi & Friedlander, 1997). Researchers found that students who translate data from what students 

perceive to be meaningful representations tend not to reorganize data to explore additional 

patterns or use summary measures of data to interpret results and thus may overlook important 

characteristics of data. Students who meaningfully handle multiple representations exhibit 

interpretive behavior and display transnumeration (Wild & Pfannkuch, 1999) in that they use 

multiple data representations to uncover meaningful characteristics of data.  

Computer tools like TinkerPlotsÊ Dynamic Data Exploration (Konold & Miller, 2004) 

facilitate the mechanics of transnumeration by enabling quick and easy creation of multiple 

conventional and unconventional graphical displays of data. Middle and high school mathematics 

teachers have been observed using TinkerPlots to compare variability in two groups of data by 

graphically dividing data into equally spaced bins (Hammerman & Rubin, 2004). These teachers 

represented and handled ñvariability by [arranging data and] finding subsets of the data about 

which they [could] make more deterministic claimsò (Hammerman & Rubin, 2004, p. 35). 

Binning supported teachersô propensity to reason deterministically, which supports the view that 

without proper training, mathematics teachers may not develop the ability to think 

probabilistically and thus may apply their deterministic beliefs about the nature of mathematics to 

statistics (Meletiou-Mavrotheris & Stylianou, 2003).  

Measuring Variability  

Translation and interpretation are behaviors that encompass reasoning about more than 

only graphical displays of data, as another representation of data exists in summary measures, 

such as standard deviation, that describe representative global characteristics of data, such as 

spread. Konold and Pollatsek (2004) note the inseparability of measures of average and 

variability, and reasoning about average and variability merge in reasoning about the spread of 
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data relative to centerðdistributional reasoning (Shaughnessy, Canada, & Ciancetta, 2003). 

Reasoning about spread relative to a center coupled with thoughtful consideration of formal 

measures of center and spread to reason about data are marks of sophisticated statistical thinking 

(delMas & Liu, 2005; Groth, 2005) and seen as necessary for deep understandings of variation 

(Garfield & Ben-Zvi, 2005). 

Reasoning About Measures of Variation  

Although recent research suggests that school students have intuitive conceptions of 

variability and are able to reason about the range of data and the spread of data relative to a center 

(e.g., Reading & Shaughnessy, 2004; Shaughnessy, Ciancetta, Best, & Canada, 2004), little 

research has been conducted to investigate school studentsô measuring of variation with measures 

different from the range. Research has shown that students exhibit improved reasoning about 

variability as they study ideas related to data and chance throughout their educational years (e.g., 

Kelly & Watson, 2002; Watson, 2002; Watson, Callingham, & Kelly; 2007; Watson & Kelly, 

2002a, 2002b, 2003a, 2003b, 2004a, 2004b, 2005). Despite their improved reasoning, however, 

students appear to struggle to move beyond intuition and, in particular, encounter difficulties with 

reasoning about variation using formal measures of variation. 

Garfield, delMas, and Chance (2007) incorporated activities specifically designed to 

advance studentsô reasoning from informal reasoning about variation to reasoning about variation 

with formal measures of variation in their college-level introductory courses. When the courses 

ended, their students were only beginning to consider variation as a measure of spread from 

center and display advanced understandings of variation. Garfield and colleagues note that their 

students were not adept at applying their knowledge of variation to novel situations and thus fell 

short of exhibiting deep understandings of variation. Other college-level introductory statistics 
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students examined agreement among a number of measures of variation to reason about formal 

measures of variability in group comparison tasks (Lann & Falk, 2003). The students observed by 

Lann and Falk seemed to look for rules to describe and compare data variation in place of 

choosing measures for comparison based upon characteristics of data. A similar search for rules 

was observed as different introductory-level students compared standard deviations for multiple 

pairs of distributions by attempting to create rules to generalize patterns of histogram bars to 

make comparisons (delMas & Liu, 2005). delMas and Liu noted that very few students employed 

a conceptual approach to coordinate the location of the mean, estimated by using characteristics 

of the distribution, with deviations from the mean. The body of this research with introductory-

level statistics students reveals that even though many students are able to reason informally 

about variation, they may not be coordinating their intuitions about variation with their 

knowledge of formal measures of variation to reason about distributions of data and to make 

comparisons between distributions. It seems that even if individuals study statistics formally, they 

exhibit a tendency to employ rule-based approaches to reason about variability. 

Although the tertiary students whose reasoning and understandings were described in this 

section arguably may have less sophisticated mathematical understandings than preservice 

secondary mathematics teachers, there is no reason to believe that teachers do not experience the 

same difficulties. For example, few of the prospective science and mathematics teachers 

participating in Makar and Confreyôs (2005) study compared data sets by using standard 

deviation. The researchers observe that ñit would appear that the notion of standard deviation as a 

measure of variation did not hold much meaningò (p. 38). Studies with preservice teachers 

provide little evidence to suggest that many preservice secondary mathematics teachers 

understand the formal measures of variation as anything more than numerical values or as 

computations (e.g., Makar & Confrey, 2005; Sorto, 2004).  
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Reasoning About Measures of Center 

For many teachers, even if they are able to calculate a value for standard deviation and 

discuss standard deviation as a measure of variation, they may be unable to reason about standard 

deviation in conjunction with the mean (Clark, Kraut, Mathews, & Wimbish, 2007; Silva & 

Coutinho, 2006). Part of this difficulty might stem from an impoverished understanding of mean. 

Research investigating elementary-aged through college-aged studentsô conceptions of average 

and mean reveals some of the same struggles that students exhibit in their conceptions of 

variationðmany are able to calculate numerical summary values without understanding the 

meaning of their results (e.g., Clark, Kraut, Mathews, & Wimbish, 2007; Mokros & Russell, 

1995). Research with experts suggests that a deep understanding of the mean includes 

understandings of both the algorithm for the arithmetic mean and the arithmetic mean as a 

mathematical point of balance (MacCullough, 2007). Experts not only use the algorithm to 

calculate a value for the mean but also understand the meaning of the operations within the 

algorithm and the nature of the results. Captured within understandings of the algorithm is the 

notion of the average as a representative value for a set of data.  

Inservice and preservice secondary teachersô conceptions of the mean and of average are 

similar to those seen from students. Although preservice and inservice secondary mathematics 

and science teachers may use the computational algorithm to calculate values for means, teachers 

struggle to conceive of the mean in multiple ways (Gfeller, Niess, & Lederman, 1999), to apply 

the mean to higher-level problems (Gfeller, Niess, & Lederman, 1999), and to estimate values for 

the mean from graphical representations of data (Callingham, 1997; Sorto, 2004). In short, 

research suggests that many teachers have little conceptual understanding of the mean, which has 

implications for their understanding of variation. If  an understanding of standard deviation 

requires a dynamic conception of distribution that coordinates changes to the relative density of 
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values about the mean with their deviation from the mean (delMas & Liu, 2005), then it would 

appear that an understanding of mean as a mathematical point of balance is needed to reason 

about estimating a value for the mean of a set of data, particularly when displayed graphically by 

dotplots or histograms, and to reason about standard deviation. In particular, reasoning about how 

individual data values affect values for the mean and standard deviation is useful for detecting 

data entry errors that may affect both the mean and standard deviation.  

Reasoning About Distribution 

Students who understand the algorithm for the mean and who are able to view the 

average as a representative value for a set of data seem to have a view of the average as a value 

that represents the data distribution as an entity. Researchers have identified the importance of 

studentsô developing an aggregate view of dataðbeing able to view data in terms of the whole 

distributionðfor reasoning about data and variability in data (e.g., Ben-Zvi & Arcavi, 2001; 

Hancock, Kaput, & Goldsmith, 1992; Konold, Harradine, & Kazak, 2007).  

The ability to view data as a single aggregate collection of values rather than as a 

collection of individual values seems to be needed for understanding distribution, and an 

understanding of distribution seems to be needed to reason about variation. Wild (2005) describes 

distribution as the ñpattern of variability in a variableò that ñunderlies virtually all statistical ways 

of reasoning about variationò (p. 4). Viewing data as an aggregate focuses on patterns of 

variability, which includes notions of shape, center, and spread, whereas viewing data pointwise 

allows for calculation of summary values such as the mean, median, range, interquartile range, 

and standard deviation and consideration of individual deviations from the pattern (Bakker & 

Gravemeijer, 2004). Statistical ñexpertsò are capable of moving flexibly between pointwise and 

aggregate views of data, and understanding distribution from this dual perspective seems to lay 
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foundations for reasoning about variation within and between groups to compare data collected 

from two or more groups. A dual perspective of distribution seems to align with views that 

understandings of distribution can be enhanced by viewing data as a ñódistribution aroundô a 

signalò (Konold & Pollatsek, 2004, p. 171), whereby the notion of central tendency embodies the 

idea of signal and variation embodies the idea of noise. Konold and Pollatsek conjecture that 

interpreting average as ñsignal in noiseò (2004, p. 177) is a useful interpretation for making group 

comparisons.  

Describing Variability  

Investigations to explore studentsô reasoning about variation from the data-centric 

perspective largely utilize tasks that focus on group comparisons. Although variation can be 

described by summary measures, many students and teachers do not seem to recognize the utility 

in using summary measures to compare or describe groups. For example, preservice secondary 

mathematics and science teachers appear to struggle in applying their knowledge of the mean to 

make comparisons between two groups of data (Makar & Confrey, 2003)ðthey struggle with 

viewing the mean as a representative value for a set of data. The preservice secondary 

mathematics and science teachers in Makarôs (2004) study seem to prefer describing variation 

with non-standard language to make comparisons. Makar claims that these teachers learned 

statistics concepts, including variation, but chose to express their understanding in informal 

terms. Although their nonstandard language at times revealed sophisticated reasoning, Makar 

notes that the informal nature of their conceptions may prove to be insufficient for applying the 

concepts in future statistical study, suggesting that the teachers may face difficulties in applying 

their understandings of the concepts to second-order concepts such as sampling distribution. Even 

if teachers focus on the center and variation within groupsðwith or without formal measuresð
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they may still struggle to use this information to make comparisons between groups. The 

secondary mathematics teachers investigated by Makar and Confrey (2002, 2004) readily 

described center and variation within groups but did not apply their knowledge of variation to 

describe the variation between groups in order to reason about the existence or nonexistence of a 

difference in groups.  

The totality of research that investigates secondary teachersô descriptions of variation 

suggests that even after studying formal measures to describe variation and formal inferential 

techniques for comparing distributions, teachers prefer using informal reasoning about variation 

to make comparisons. The teachers who participated in these studies either chose not to reason or 

could not reason about variation using formal measures and techniques, suggesting that 

impoverished understandings of variation may be at the center of their difficulties. Garfield and 

Ben-Zvi (2005) suggest that deep understandings of variation are partially exhibited when 

individuals use global summary measures of variation to compare groups and include 

examinations of and distinctions between within-group and between-group variation in their 

comparisons. In their work to examine tertiary studentsô consideration of variation, Reid and 

Reading (2008) considered linking within-group variation to between-group variation to make 

inferences from data as the difference between students exhibiting strong considerations of 

variation and those exhibiting developing considerations of variation. 

Studentsô and Teachersô Reasoning From a Modeling Perspective 

Wild and Pfannkuch (1999) tell us that an important consideration of variation involves 

modeling the variation in data ñfor the purposes of prediction, explanation, or controlò (p. 226)ð 

ideas that entail reasoning about variation from the modeling perspective. The modeling 
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perspective forms the basis for inferential statistics in that it involves viewing data in comparison 

with some theoretical model, including binomial, normal, and linear models. 

Variation and Binomial Models 

Although many individuals would think about modeling a sampling distribution with a 

normal distribution for statistical inference, there are other models that seem to be more 

approachable for students. In the context of tossing a die, for example, third grade students were 

able to suggest that results of a specified number of die tosses can vary and are likely to vary 

(Watson, 2005). They were able to informally hypothesize binomial models for toss outcomes by 

exhibiting appropriate deviation from the expected value for outcomes. These third graders 

displayed informal reasoning about data that could be modeled by a binomial distribution. 

Watson and colleagues investigated studentsô reasoning about data and chance as 

students advanced through grade levels in the data and chance curriculum (Kelly & Watson, 

2002; Watson & Kelly, 2002a, 2002b, 2003a, 2003b, 2004a, 2004b, 2005). They observed that 

students are increasingly able to intuit characteristics of binomial distributions to make 

conjectures about die toss results with appropriate deviation from expectation for a specified 

number of tosses. Students at higher grade levels are more likely to respond based on 

probabilistic expectation or with too little variability in tosses, and some students express being 

torn between expected values based on probability and their expectations for varying results 

(Reading & Shaughnessy, 2000; Shaughnessy, Ciancetta, & Canada, 2004). Fischbein and 

Schnarch (1997) also employed the use of a task with a binomial setting to investigate ñthe 

evolution of probabilistic misconceptions as an effect of ageò (p. 101). Their task requires 

students to consider the likelihood of results as opposed to hypothesizing results and thus requires 

greater sophistication in reasoning than the die toss problems. Fischbein and Schnarchôs problem 
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can be answered by using a binomial model to calculate probabilities or by using a normal model 

to approximate a binomial distribution. What the researchers found is that the misconception that 

sample size is irrelevant occurred more frequently with increased age. The authors posit that 

individuals tend to believe that ratios should be used to solve binomial probability problems and 

thus fail to use the law of large numbers as appropriate for the situation. The preservice 

mathematics teachers who participated in the study apparently had no background in statistics, 

and their mathematical experiences and intuitions did not seem to help them in this setting. At the 

very least, this study highlights the importance of being able to reason about the effects that 

sample size can have on results. 

More recently, a version of the same problem was given to preservice secondary 

mathematics teachers (Watson, 2000). While slightly more than half of the preservice teachers 

responded correctly to the problem, few combined intuition with mathematical justification. 

Teachers who correctly set up a calculation to solve the problem but failed to reach a correct 

solution due to an arithmetic error did not seem to notice any problem with their solutions, 

whereas other teachers entirely relied on intuition rather than calling on their formal background 

in mathematics to reason towards a solution. Many of the teachers did not seem to be aware that, 

in general, as sample size increases, empirical relative frequencies approach theoretical 

probability. It would seem that part of reasoning about variation from a modeling perspective 

entails being able to reason about the effects of sample size on variability in novel problem 

contexts. These studies suggest one reason why students seem to have difficulty in reasoning 

about sampling distribution, in that the reasoning needed for sampling distribution appears to be 

counterintuitive. 
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Variation, Models, and Statistical Inference 

As a concept that underlies most areas of statistics, variation plays a role in developing 

studentsô understandings for informal and formal inference. Formal inferential reasoning requires 

reasoning with the concepts discussed in previous sections, including reasoning with and about 

center and measures of center, variation and measures of variation, distribution, sampling, and 

probability to meaningfully draw conclusions about a population from a sample selected from 

that population (Pfannkuch, 2005). Success in understanding formal statistical inference beyond 

scripted steps for calculating a p-value or finding a confidence interval requires reasoning about 

the concept of sampling distributionða concept for which understanding seems elusive for many 

students of introductory statistics.  

In studies designed to investigate studentsô ability to interrelate the ideas of variability, 

sampling, and sampling distribution, researchers note studentsô tendency to confuse a distribution 

of a sample with a distribution of sample means (e.g., Saldanha & Thompson, 2002). Students 

struggle to reason about the variation of individual observations in a sample and the variation of 

sample means in a sampling distribution (e.g., Garfield, delMas, & Chance, 2007; Meletiou-

Mavrotheris & Lee, 2003). To understand sampling distribution, individuals need to juxtapose 

ñthe individual sample result against an aggregate of similar sample results to compare the one 

against the manyò (Saldanha & Thompson, 2002, p. 267)ðthe multiplicative conception of 

sample and sampling noted earlier. Students with multiplicative conceptions are able to reason 

proportionally about the likelihood of sample results (Saldanha & Thompson, 2001) by 

examining a distribution of a simulated collection of sample statistics, for example. Modeling-

based activities that include simulation are being investigated to determine their viability in 

aiding studentsô constructions of foundational knowledge from which they can build more formal 

understandings of statistical inference (Konold, Harradine, & Kazak, 2007). Research suggests 
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that a critical juncture for students occurs when they attempt to link a simulated sampling 

distribution to a theoretical sampling distribution (Lipson, 2002). Lipson found that the students 

in her study had difficulty transitioning from a computer simulation to formal inference. Being 

able to complete this link to successfully reason about sampling distribution lays the foundation 

for reasoning formally about inferential methods. 

Research on Variation: Concluding Remarks 

As the body of literature discussed in the preceding sections suggests, research that 

examines studentsô reasoning about the concept of variation and related concepts reveals that 

students have many intuitions about variation and concepts related to variation. As a whole, 

however, these studies reveal that despite studentsô improved reasoning about variation as they 

progress through grade levels with appropriate instruction, most students continue to express only 

intuitive understandings of variation. The limited body of work to investigate teachersô reasoning 

and understanding of statistics concepts suggests that teachers have difficulties similar to those 

identified for students and struggle to construct both procedural and conceptual understanding of 

statistical concepts as well as to identify connections between and among concepts. Developing 

understandings of variation and applying knowledge of variation to problem solving is 

problematic for both students and teachers. What is abundantly clear, however, is that variation 

connects to and interrelates with many concepts in statistical study, which suggests that 

understanding variation is critical for understanding statistics and for recognizing the utility of 

statistics.  
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Research About Teacher Development 

One focus of current mathematics education research is knowledge required for teaching. 

Whereas teacher knowledge has been a subject of mathematics education research for a number 

of years, research to investigate the impact of teacher knowledge on student achievement in ways 

that go beyond using proxy measures for teacher knowledge, such as the number of 

undergraduate mathematics courses completed (e.g., Monk, 1994), is a relatively new 

phenomenon. In one of the few studies to examine the connection, Hill, Rowan, and Ball (2005) 

ñfound that teachersô mathematical knowledge for teaching positively predicted student gains in 

mathematics achievementò (p. 399) for the first and third graders included in their study, 

providing support for a prevalent belief that teacher knowledge affects student achievement in 

mathematics.  

In addition to content knowledge, teachers should display pedagogical knowledge as well 

as other types of more delineated knowledge to be successful in teaching. Ma (1999) references a 

need for teachers to have ñprofound understanding of fundamental mathematics.ò Shulman 

(1986) makes distinctions among content knowledge, pedagogical knowledge, and pedagogical 

content knowledge, the knowledge of pedagogy unique to a content area, as necessary for 

teachers. There also is work to suggest that teachersô pedagogical content knowledge supports 

student learning (e.g., Krauss, Baumert, & Blum, 2008). Somewhat overlapping with other 

knowledge types, Hill and Ball (2004) add mathematical knowledge for teaching, which includes 

ñcommon content knowledge but also [the] specialized knowledge for teaching mathematicsò (p. 

335). This specialized knowledge includes understanding how and why procedures work in 

addition to being able to apply procedures as well as the deep understanding of mathematics 

needed to understand and react to studentsô sometimes unconventional mathematical 

understandings and processes.  
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Groth (2007) argues that the knowledge needed to teach statistics differs from the 

knowledge needed to teach mathematics based in the differences between mathematics and 

statistics. The differences he hypothesizes stem from differences between deterministic and 

stochastic reasoning, designing studies, considering context, and distinguishing between practical 

significance and statistical significance. These differences seem to align with differences between 

the art and science of statistics (Peters, in press). Al though much of the research cited here 

examines the knowledge required to teach mathematics, at a minimum, there is very little reason 

to believe that the types of knowledge required to teach scientific aspects of statistics differ 

significantly from that required to teach mathematics, particularly since a considerable amount of 

research investigates knowledge requirements for teachers in multiple subject areas, including 

pedagogical content knowledge for teaching science (e.g., van Driel, Verloop, & de Vos, 1998), 

practical knowledge for teaching language (e.g., Meijer, Verloop, & Beijaard, 1999), and teacher 

knowledge in action for teaching social sciences (e.g., Department of Education Training and 

Youth Affairs, 2000).  

Professional Development 

Teachers attempting to reform their teaching practices in mathematics express how their 

limitations in knowledge impact their ability to enact national, state, and local educational 

recommendations in the area of mathematics (Peterson, 1990; Spillane, 2000b; Wilson, 1990). 

Researchers also note how science and mathematics teachersô knowledge affects their ability to 

align their practices with the practices called for by reform efforts (Borman & Kersaint, 2002; 

Firestone, Mayrowetz, & Fairman, 1998; Spillane, 2000a, 2000b). Given the perception that 

teachers have few experiences with statistics content (e.g., Shaughnessy, 2007) and receive little 

preparation for teaching statistics (e.g., Garfield & Ben-Zvi, 2008), it seems reasonable to believe 



31 

 

that teachersô knowledge of statistics can impact their abilities to teach the statistics content they 

are being asked to teach.  

In their work to examine Australian teachersô knowledge of data and chance, Watson and 

colleagues (Callingham, Watson, Collis, & Moritz, 1995; Watson, 1998) concluded that many 

issues related to teacher training need to be addressed to produce a statistically literate society. 

Even when prospective secondary mathematics teachers participate in training focused on 

integrating statistics with undergraduate methods courses, they ñstruggle with the óspiritô of 

statisticsò (Burrill, 2008, p. 3). As an example of struggle, consider the results of a study 

conducted by Coutinho (2008). Although the teachers in the study espoused using exploratory 

approaches with data, they enacted what Coutinho termed a ñtechnicist approachò in their 

classroomsðthey focused attention on algorithms to calculate summary values from data rather 

than true explorations of data. Given teachersô difficulties in teaching mathematics consistent 

with recommendations, this collection of work suggests that teachers may need extensive 

professional development to develop multifaceted understandings of statistical concepts and 

procedures in order to teach statistics in ways consistent with recent recommendations. 

Researchers have conducted studies to examine the characteristics of ñhigh qualityò 

professional development, with a number of characteristics identified in this collective body of 

work. Of those who have studied the impact of professional development on mathematics 

teachersô practices, there is agreement about the necessity for professional development to be 

content-focused and sustained (e.g., Cohen & Hill, 1998, 2000, 2001; Darling-Hammond & Ball, 

1998; Goos, Dole, & Makar, 2007; Smith, Desimone, & Ueno, 2005). There is also some 

suggestion that professional development should focus on curriculum (Cohen & Hill, 1998), 

studentsô work on tasks from that curriculum (Darling-Hammond & Ball, 1998), and other 

artifacts from practice, including instructional tasks (Ball & Cohen, 1999). Recommendations for 

professional development specific to statistics include providing teachers with opportunities to 
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experience as learners the statistical content they are expected to teach enacted with the 

pedagogical strategies they are expected to use (e.g., Heaton & Mickelson, 2002; Lee & 

Hollebrands, 2008; Peck, Kader, & Franklin, 2008). Mathematics educators make similar 

recommendations for the learning of mathematical content (e.g., Artzt, Curcio, & Sultan, 2004), 

and teachers see opportunities in which they can actively learn in ways similar to their students as 

characteristic of effective professional development (Rogers et al., 2007). Teachers also view 

opportunities to interact with teachers from other schools as beneficial in ways beyond what 

engagement with formal activities can offer (Rogers et al., 2007) 

Although the preceding description largely focuses on qualities of professional 

development that occur in formal educational settings, teachers in all areas experience 

professional development through self-initiated and self-directed efforts, such as initiating the use 

of innovative curriculum materials (e.g., Lohman & Woolf, 2001). Studies that investigate the 

collective impact of teachersô learning could benefit by focusing not only on formal learning 

opportunities experienced by teachers but also on types of self-directed learning opportunities. 

Gaining knowledge about the characteristics of both informal and formal activities that promote 

meaningful teacher learning seems important for informing future professional development and 

teacher education initiatives in statistics. 

Teacher Beliefs 

In addition to knowledge, teacher beliefs may affect the pedagogical strategies employed 

in classrooms and affect studentsô subsequent learning. Because research to investigate teacher 

beliefs related to statistics is almost nonexistent (Watson, 2001), particularly for secondary-level 

teachers, research related to teacher beliefs about mathematics is examined and followed by 

speculation for how teacher beliefs about mathematics might compare with teacher beliefs about 
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statistics. Research suggests that teachersô beliefs about mathematics and beliefs about 

mathematics teaching and learning may impact their subsequent decisions about what content is 

taught and how that content is taught (Thompson, 1992). Teachersô beliefs about statistics and 

about statistics teaching and learning presumably could have a similar effect on their decisions 

regarding statistical content. 

Researchers studying the impact of national and state efforts to reform teaching practices 

note how a teacherôs beliefs can affect his or her classroom practice. For example, a teacher who 

views mathematics as a collection of fixed procedures used to arrive at a single correct answer 

may feel that his or her practice is consistent with the calls for reform and yet enact classroom 

discourse that ignores mathematical explanation, justification, and argumentation (Cohen, 1990). 

Given speculation that teachers are likely to apply their beliefs about the nature of mathematics to 

statistics, that same teacher may enact classroom discourse that ignores explanation, justification, 

and argumentation situated within the context of data, particularly if that teacher as a learner 

experienced statistics as a mathematical topic that focuses on computations and procedures 

(Cobb, 1999; Gal & Garfield, 1997). That teacher may neglect the issues of uncertainty and 

variability inherent to statistics (Meletiou-Mavrotheris & Stylianou, 2003). Unless teachers make 

distinctions between statistics and mathematics, even if a reformed view of mathematics teaching 

is adopted, the need to reason within a context and in consideration of variation may prevent the 

teacher from viewing statistics as the ñscience of uncertaintyò (e.g., Tabak, 2005). Teachers may 

still teach statistics deterministically.  

Another teacher may exhibit a strong belief system that he or she readily admits may 

affect his or her willingness to make changes in practice. For example, a teacher who believes 

that an understanding of mathematics consists of the mastery of symbols and procedures may use 

reform recommendations to guide the mathematical topics addressed in class, but refuse to 

incorporate new ideas for how mathematics should be taught (Wiemers, 1990). Similarly, a 
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teacher who views statistics in procedural terms might ignore new ideas for the teaching of 

statistics. It is possible for a teacher to profess a desire to teach for understanding, believing that 

students learn through engaging actively using concrete or physical manipulatives, using 

technological applications, and comparing multiple representations for learning mathematics 

concepts and procedures and yet not teach in ways consistent with reform. If the teacher presents 

solutions by using models or representations but makes the connections between the model and 

symbols for students, envisions active engagement in terms of studentsô physical activity rather 

than mental activity, or believes that only one right way exists to arrive at any answer, this 

teacher has not made substantial progress towards enacting a practice consistent with reform 

recommendations (Ball, 1990). Similarly, a teacher could have students collect data in the 

classroom, such as having students time how long they can hold their breaths, follow a step-by-

step procedure to enter data into a calculator or software package, and follow a step-by-step 

procedure to produce summary statistics and various graphical representations. The teacher could 

then describe the connections among the summary measures and the various graphical displays, 

suggesting a parallel possibility for teaching statistics. These examples illustrate that even though 

there are some fundamental differences between mathematics and statistics, the effects of 

teachersô beliefs about mathematics and the practice of teaching mathematics may be similar to 

the effects of their beliefs about statistics and the practice of teaching statistics. 

Professional Development, Teacher Beliefs, and Teacher Change 

In general, professional development in education typically is designed to effect change 

in teachersô beliefs, practices, or knowledge (Guskey, 2002). Historically, professional 

development efforts in education focused on a transmission model of teaching and learning that 

assumed developers could present knowledge and pedagogical strategies to teachers, who would 
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then replicate the techniques in their classrooms (Richardson, 1998). Activities for this type of 

professional development consisted of conference or workshop attendance that ultimately served 

to pique a majority of teachersô curiosities at best (e.g., Cohen & Hill, 2000; Desimone, Porter, 

Garet, Yoon, & Birman, 2002). Research literature for teachers of mathematics, science, and 

English suggests that these approaches are largely ineffective for changing what teachers teach or 

how they teach (Boyle, White, & Boyle, 2004). This traditional view of professional development 

suggests a view that assumes that teachersô beliefs and attitudes will change in response to 

professional development and that teachers subsequently will transform their classroom practices 

for the result of improved student learning (Guskey, 2002). Changes in beliefs are a significant 

predictor for changes in practice, and even though teachers readily make superficial changes (e.g., 

changes in classroom organization), research suggests that deeply embedded implicit beliefs are 

much more difficult to change (Richardson & Placier, 2001). 

A related perspective on teacher change posits that changes in classroom practices result 

in increased student learning, which then prompts changes in attitudes and beliefs (Guskey, 2002; 

Nathan & Knuth, 2003). Proponents of this view suggest that beliefs significantly change only 

after evidence of student improvement exists and subsequent to changes in practice. The 

proponents of this view acknowledge, however, that some change in attitude or beliefs 

necessarily precipitates a change in practice (Guskey, 2002), suggesting that the process of 

change may not be linear. 

 Another view of teacher change suggests the process is much more complicated than the 

described views might suggest. For example, researchers from the Cognitively Guided Instruction 

(CGI) teacher development program found little consistency between whether a teacherôs change 

in practice precipitated a change in beliefs or vice versa (Fennema et al., 1996). In one of the 

studies conducted by this group, they found that 6 of the 21 elementary teachers enrolled in their 

program changed their beliefs before their practices. For five of the teachers, their practices 
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seemed to prompt a change in beliefs, and for six teachers, changes to beliefs and practice 

occurred simultaneously (Fennema et al., 1996). Other studies suggest that teachers may enact 

new practices in their classrooms without a corresponding change in beliefs, particularly when the 

new practices are seen as consistent with already existing beliefs (e.g., Nathan & Knuth, 2003). In 

keeping with Fennema and colleaguesô (1996) comments from more than a decade ago, the 

current body of work suggests that research has not yet provided the key for ascertaining why 

some teachers change their beliefs or practices whereas others do not and why some teachers are 

able to change their beliefs or practices more than other teachers. 

Research suggests that national, state, and local policies that attempt to effect a change in 

teachersô practices require many teachers to alter their beliefs about teaching and learning (e.g., 

Spielman & Lloyd, 2004). Many current teachers experienced teacher-directed instruction as 

students (Stigler & Hiebert, 1999), which created what can be called a ñculture of schoolingò in 

the United States (Stigler & Hiebert, 1999; Weissglass, 1992). Historically, many policy attempts 

to alter this culture failed to provide teachers with the direction or tools necessary for them to 

make the recommended changes in their practices (Cohen & Ball, 1990; Spillane, 2002). How, 

then, can this culture be changed? One hypothesis is that changing the ñóculture of schoolingô will 

occur, if it occurs at all, in the context of identifying and discussing values and beliefs about all 

school practices, listening to and grappling with views that are different from our own, and 

working through feelings and attitudes that inhibit changeò (Weissglass, 1992, p. 198). It seems 

that changing the predominant ñculture of schoolingò requires teachers to reflect critically on 

values and beliefs and to engage with others in rational discourse about their beliefs. Such 

reflection and discourse would need to occur over time and may eventually result in classroom 

instruction that is reflective of transformed beliefs and values.  

Weissglass (1994) proposes a model that addresses teachersô feelings and beliefs during 

the process of change just described, as shown in Figure 2-1. This model seems to capture some 
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of the complexity and nonlinearity of the teacher change process and suggests that the element of 

emotional support ignored in other models may be important for teachers to accomplish change. 

Four essential components form the model to suggest that teachers continually need to learn about 

content and pedagogy, reflect on their beliefs and practice, and obtain emotional support from 

colleagues in planning for and enacting change. These processes culminate with the teacher 

taking action to make changes in practice, which precipitates the need for further reflection and 

emotional support, and so on. 

Whereas the model posited by Weissglass is important because it captures the nonlinear 

pattern of teacher change and includes important components of change such as reflection, the 

need for emotional support, and action, the model is somewhat limited in that it does not suggest 

how the change process begins. Clarke and Hollingsworth (2002) offer a model of professional 

growth that accounts for both internal and external stimuli that may precipitate the process of 

change, as shown in Figure 2-2. Their empirically derived model consists of four domains of 

change, which when viewed holistically portray a teacherôs professional world of practice. The 

external domain refers to information or stimuli the teacher encounters from external sources, 

while the remaining domains are part of the teacherôs individual world. A teacherôs knowledge, 

 

 

Figure 2-1:  Model for Addressing Teachersô Feelings and Beliefs (Weissglass, 1994, p. 70). 
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beliefs, and attitudes form the teacherôs personal domain, whereas the domain of consequence 

consists of the teacherôs inferences about the salient outcomes of practice. Professional 

experimentation, which includes but is not limited to classroom experimentation, forms the 

domain of practice. The model also depicts two mechanisms for change: enactment and 

reflection. A teacherôs changes take place within a school environment, which can help or hinder 

the change process at any point. The change environment contributes to a teacherôs affective 

disposition. 

Clark and Hollingsworthôs model of professional growth embodies each of the previously 

discussed views and models. In the traditional view mentioned at the beginning of this section, 

professional development presents an external stimulus that upon reflection brings about new 

knowledge, beliefs, or attitudes (A). The teacher then enacts changes in his or her practice (E) 

that the teacher infers will result in salient outcomes (C). In contrast with Weissglassô model, the 

 

 

Figure 2-2:  Adaptation of a Model of Professional Growth (Clarke & Hollingsworth, 2002, p. 

951). 
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external domain aligns with information gathered from others, and the domain of practice aligns 

with the process of taking action. Rather than considering reflection as a separate component of 

change, reflection appears throughout the model of Clark and Hollingsworth, and emotional 

support can be part of the change environment or action on the external domain if the teacher 

deliberately seeks emotional support from others. The professional growth model is also 

consistent with suggestions for change from the professional development and research literature. 

Furthermore, the model is consistent with the adult learning theory known as transformation 

theory (Mezirow, 1991, 2000) that forms the theoretical frame for this study and is discussed in 

detail in Chapter 3. 

Literature in both professional development and research contains various suggestions for 

creating an environment that is conducive to teacher change. These suggestions include providing 

opportunities for teachers to interact during inservice programs and purposefully planning 

teachersô schedules to allow time for interaction during the school day (Weissglass, 1994). 

Interaction gives teachers the opportunity to form support networks and provides an opportunity 

for teachers to engage in rational discourse with colleagues (Saavedra, 1996; Weissglass, 1994). 

Opportunity and time for teachers to reflect critically on their practice (Weissglass, 1994) and to 

develop the skills and knowledge needed for change seem crucial for change to occur and 

supports calls for extended professional development opportunities (e.g., Senger, 1998-1999). 

Along with the aforementioned forms of administrative and systemic support, teachers also need 

access to resources for successful change to occur (Lohman & Woolf, 2001).  

In response to a need for change in teacher education related to teaching statistics, 

guidance exists to suggest needed prerequisite knowledge (CBMS, 2001). Additionally, various 

organizations provide suggestions for appropriate pedagogical strategies and techniques for 

teaching statistics, along with a logical progression of topics for curricula (e.g., Franklin et al., 

2007). These recommendations stem largely from their authorsô beliefs about effective statistics 
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instruction, rather than from the results of research on teaching and learning. Researchers paid 

little attention to teachersô understanding of statistical concepts or teachersô professional 

development needs for teaching statistics prior to the release of the 1989 NCTM Standards 

(Konold & Higgins, 2003). Since that time, calls for research on teachersô conceptions of 

statistical concepts have been made (Shaughnessy, 1992; Shaughnessy, Garfield, & Greer, 1996) 

but such research is not sufficiently reported (Batanero, Garfield, Ottaviani, & Truran, 2000). 

Calls have also been made to ñestablish effective ways of training current and future teachers of 

statisticsò (Batanero, Garfield, Ottaviani, & Truran, 2000, p. 5), yet little research conducted with 

teachers of statistics has been reported (Batanero, Burrill, Reading, & Rossman, 2008). At the 

current time, it makes sense to examine the learning opportunities and support experienced by 

current statistics teachers who exhibit robust understandings of fundamental statistical concepts in 

order to provide timely information for the design of professional development programs to train 

current and future teachers of statistics. It also makes sense to examine these opportunities 

through a theoretical frame that is consistent with teacher learning as described in the professional 

development literature and adult learning theory to allow for differences in how adults learn from 

how children learn. 

Concluding Remarks 

Much research exists to illuminate how students from the elementary grades through the 

undergraduate level learn about statistical concepts, and in particular, recent research has greatly 

expanded what we know about studentsô conceptions of and learning of variation. Most of this 

research, however, investigates students reasoning informally about variation and statistical 

content more generally. Few reports of research describe how experts may think about or learn 

statistical content. When the results of research are combined with statisticiansô and statistics 
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educatorsô expositions about the multifaceted concept of variation, however, a sense of what it 

means to deeply understand statistical variation emerges. Discussion of the initial framework for 

robust understanding of variation that arose from the synthesis of literature presented here is 

discussed in Chapter 4.  

As the absence of research devoted to how advanced knowers think about or learn 

statistical content might indicate, there is little work that directly informs how advanced knowers 

learn about complicated concepts such as statistical variation. The wealth of literature 

surrounding teacher learning and teacher change, however, provides insights into personal and 

environmental factors that may affect teacher learning in general and thus affect teacher learning 

about statistical variation in particular. The literature on teacher change in particular provides 

insights into important components of change in addition to suggesting events, activities, or 

conditions that may trigger the process of change and the types of nonlinear paths among 

components that teachers may take during their process of change. A learning theory appropriate 

for describing teacher learning should be consistent with these literature-based observations. 

Transformation theory, discussed next in Chapter 3, is consistent with the models presented here 

and provides explanatory power for teachersô learning about statistical variation.



    

 

Chapter 3 

 

Conceptual and Theoretical Grounding 

Transformation Theory 

Transformation theory is a theory of adult learning that may have explanatory power for 

learning that results in teacher change. Primarily credited to Jack Mezirow (Merriam & 

Caffarella, 1999), the theory is based on constructivist assumptions, including the assumptions 

that meaning resides within each person through personal constructions and that personal 

meanings are acquired and confirmed through social interaction and experiences (Merriam & 

Caffarella, 1999; Mezirow, 1991). Mezirowôs theory of transformative learning extends the work 

of Malcolm Knowles (e.g., Knowles, 1984), who provided the foundation for most current studies 

in adult education (Cranton, 2006). Knowles acknowledged that adults may learn in ways 

different from school-aged children. Although some scholars describe Knowlesô work as a theory 

of adult education, Knowles referred to his work as a conceptual framework that can serve as a 

basis for theory (Knowles, Holton III, & Swanson, 2005). Building from Habermasô (1971, 1984) 

distinctions between two learning domains and the transformative nature of learning for the 

development of transformation theory, Mezirow describes adult learners in a manner consistent 

with the characterization of adults as self-directed individuals who learn from experience 

(Knowles, Holton III, & Swanson, 2005; Merriam, 2001; Mezirow, 1985). The transformation 

theory of adult learning resulted from Mezirowôs study of learning of adult women who enrolled 

in a community college program after a significant period of time away from formal education 

(Taylor, 1997). As with Mezirowôs work, this study includes some teachers who had to learn 

statistics years after they completed their last formal undergraduate or graduate course. 
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Forms of Learning 

Although Mezirow and others who are conducting research to validate or refine 

transformation theory may view the theory as a ñtheory in progressò (Jack Mezirow and 

Associates, 2000), the main elements of the theory remain constant throughout Mezirowôs 

discussions, including Mezirowôs characterization of learning. He articulates four forms of 

learning and describes learning as ñthe process of using a prior interpretation to construe a new or 

revised interpretation of the meaning of oneôs experience as a guide to future actionò (Mezirow, 

2000, p. 5).  

Learning Through Meaning Schemes 

Mezirowôs (1991) first form of learning is ñlearning through meaning schemesò (p. 93). 

Meaning schemes consist of specific expectations, knowledge, beliefs, attitudes, and feelings 

(Mezirow, 1991) that are the habitual, implicit rules that we use to interpret our everyday 

experiences (Cranton, 2006). Because meaning schemes are based on common expectations, 

people are often unaware of their meaning schemes as they interpret their experiences (Mezirow, 

2000). Learning through meaning schemes involves differentiating among or elaborating upon 

preexisting meaning schemes.  

To examine an example of learning through a meaning scheme, consider an individualôs 

meaning scheme for the statistical concept of standard deviation. In general, researchers have 

found that many students and adults understand statistical concepts such as the mean purely 

procedurally (e.g., Mokros & Russell, 1995; Pollatsek, Lima, & Well, 1981). If an individual 

understands the standard deviation as a computation, then without calculating values, that 

individual would struggle to describe how adding an outlier to a set of univariate data might 
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affect the standard deviation. What that individual needs is an elaboration of his or her existing 

meaning scheme. By using dynamic software to explore how changing the value of an outlier 

affects the values of the mean and standard deviation, that individual may develop a dynamic 

conception that coordinates changes to the relative density of values about the mean with their 

deviation from the mean, a conception suggested by some researchers as necessary for 

understanding standard deviation (delMas & Liu, 2005, p. 56). With the development of this 

dynamic conception, the individualôs meaning scheme expands to include both procedural as well 

as conceptual aspects of standard deviation. Although this example illustrates an individualôs 

possible meaning scheme for standard deviation, there are other measures of variation in 

statistics, each of which would also be associated with different meaning schemes. 

Meaning schemes are contained within meaning perspectives, which consist of the web 

of interwoven assumptions and expectations through which the world is viewed (Cranton, 2006). 

A meaning perspective consists of broad predispositions formed from culture, personality, and 

prior experiences and is used to interpret current experiences (Mezirow, 2000). Perspectives are 

expressed through a point of view. For example, a mathematics teacher may have a personal 

theory of learning that assumes meaning is transmitted to learners by the mathematical authority 

in the classroomða learning theory that is consistent with the transmission model of teaching. 

This personal theory, of which the individual may not be aware on a conscious level, most likely 

formed subconsciously from years spent in the ñapprenticeship of observationò (Lortie, 1975) as a 

student. This individual is likely to exhibit his or her point of view about learning through his or 

her teaching, which most likely is teacher centered and lecture driven.  
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Learning New Meaning Schemes 

Although Mezirowôs first form of learning involves making changes to existing meaning 

schemes, a second form of learning involves the learning of new meaning schemes to 

complement and expand upon an existing meaning perspective or to lead to a new meaning 

perspective. Consider an individualôs meaning perspective for variation that may consist almost 

entirely of knowledge about summary statistics values to describe variation in a data set. When 

learning about sampling and experimental design, the individual might form a meaning scheme 

for different types of variability, such as sampling variability or measurement variability. These 

new meaning schemes then become associated with the individualôs existing meaning perspective 

for variation, with learning resulting in new knowledge about variation. Al though an individual 

learns from both the elaboration of and the creation of meaning schemes, these forms of learning 

result in changes to what the individual knows and not why the individual knows (Kegan, 2000); 

neither of these two forms of learning results in transformational learning.  

Learning by Transforming Meaning Schemes 

Mezirowôs third form of learning, learning by transforming a meaning scheme, occurs 

from reflecting on assumptions and results related to a particular meaning scheme when existing 

values or beliefs appear to be inadequate for current circumstances (Mezirow, 1991). Think about 

an individualôs meaning perspective for statistics and his or her meaning scheme for variationð

specifically that individualôs beliefs about statistics and variation. That person may have general 

assumptions and beliefs about statistics consistent with the somewhat traditional view of statistics 

as the ñchurning out [of] dry statistical techniquesò (Karpadia, 1980, p. 415). Given the 
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complexity and multifaceted nature of variation, however, that individual may encounter 

circumstances that precipitate reflection on those existing beliefs about variation. That individual 

may reject the belief that variation consists merely of dry techniques and transform his or her 

meaning scheme for variation into a more encompassing view of variation. At the same time, that 

individualôs beliefs about statistics in general, namely, his or her meaning perspective for 

statistics, may not change. Mezirow (1994) acknowledges that transformations to a small 

percentage of an individualôs meaning schemes occur regularly during the course of everyday 

events; a less common experience is the learning that results from the transformation of a 

meaning perspective, or a perspective transformation. 

Learning by Perspective Transformation 

Transformational learning results from transforming a meaning scheme or from 

transforming a meaning perspective, a fourth form of learning often referred to as a perspective 

transformation (e.g., Cranton, 2006). Often an individualôs transformation of a particular meaning 

scheme within a meaning perspective precipitates the transformation of other meaning schemes 

within the same meaning perspective. A sequence of transformed meaning schemes within a 

particular meaning perspective can provoke transformation of the meaning perspective that 

encompasses the meaning schemes (Mezirow, 1991, 2000). Transformation of a meaning 

perspective is the fourth and most powerful form of learning identified by Mezirow (2000). A 

perspective transformation occurs when an individual reflects on the specific presuppositions 

upon which a current meaning perspective is based and for which these assumptions and beliefs 

are now seen by the individual as incomplete or invalid (Mezirow, 1991). Mezirow (1991) refers 

to these incomplete or invalid assumptions as distorted assumptions, although the negative 

connotation associated with the term, ñdistorted,ò has caused others to propose labeling these 
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assumptions as ñunquestionedò or ñunexaminedò (Cranton, 2006). No matter how the 

assumptions are labeled, perspective transformation is the process by which meaning 

perspectives, consisting of ñuncritically assimilated assumptions, beliefs, values, and 

perspectivesò (Cranton, 2006, p. 2), become transformed to give new meaning to an old 

experience. The result is that the meaning perspective becomes ñmore open, permeable, and 

better validatedò (Cranton, 2006, p. 2). These transformed meaning perspectives ñare more likely 

to generate beliefs and opinions that will prove more true or justified to guide actionò (Mezirow, 

2003, p. 59), making the transformed meaning perspective better than the original perspective. As 

mentioned earlier, an individualôs perspective transformation can be triggered internally by the 

accumulation of transformed meaning schemes within the same meaning perspective, or that 

individualôs perspective transformation can be triggered externally by an event that Mezirow 

refers to as a disorienting dilemma (Mezirow, 1990). A disorienting dilemma seems to equate 

with what is referred to as ñperturbationò or ñcognitive conflictò in other research literature (e.g., 

Leikin & Zazkis, 2007; Polettini, 2000).  

To illustrate transformations of a meaning perspective, consider an individualôs meaning 

perspective for statistics. That individual may believe that statistics is merely a subject of data 

manipulation, display, and calculation. Events may occur that prompt the individual to question 

assumptions about various statistical concepts and subsequently to transform the meaning 

schemes for those concepts, as in the example related to variation. This accrual of transformed 

meaning schemes may trigger an eventual perspective transformation for statistics in which 

statistics is viewed as a problem-solving process that allows decisions to be made from data. 

Alternatively, that same individual may attend a professional development workshop in which the 

individual experiences statistics actively as the study of the collection, organization, and analysis 

of data within a particular context. Attending this workshop may trigger a disorienting dilemma, 

such as being confronted with analysis that requires considering artistic aspects of statistics in 
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addition to scientific aspects to draw conclusions, which may eventually lead to a perspective 

transformation.  

Much of the literature on transformation theory focuses on the types of events that lead to 

a perspective transformation or on designing adult education to prompt an individualôs inspection 

of distorted assumptions. As the examples used throughout the preceding sections might suggest, 

indications of transformed meaning schemes with respect to variation or transformed meaning 

perspectives with respect to statistics are important to identify because they are associated with 

significant learning. Of particular interest are the events that trigger the transformations of 

meaning schemes and meaning perspectives. The importance of perspective transformations 

warrants a more careful examination of perspective transformations, and in particular, the 

different types of perspectives that may be transformed. 

Types of Meaning Perspectives 

In his writings about transformation theory, Mezirow (1991) concentrated on perspective 

transformations with regard to three types of meaning perspectives: epistemic, sociolinguistic, 

and psychological. Although these meaning perspectives will be discussed separately in the next 

few sections, the perspectives are not clearly demarcated. An individualôs interrelated 

perspectives comprise the individualôs worldview.  

Epistemic Perspectives 

Epistemic meaning perspectives pertain to knowledge, including what an individual 

knows, how the individual gains or gained that knowledge, and the way the individual uses or 

acts upon that knowledge (Cranton, 1996). One way an individualôs epistemic assumptions and 



  49  

 

beliefs can be distorted is if the individual assumes that all knowing can be verified empirically 

and that there exists a correct solution for every problem (Kitchener & King, 1990; Mezirow, 

1991). Within education, a teacher may have one particular view for the defining features of 

effective teaching. Unless that teacherôs assumptions about effective teaching are transformed, 

that teacher would not be open to alternative pedagogical techniques that are not characteristic of 

those in his or her meaning perspective (Cranton, 1996). Teachers can also have distorted 

epistemic assumptions if they have a narrow and limited view of teaching and learning. One 

example of a teacher with a limited perspective would be someone who has a particular preferred 

learning style, believes that this learning style should be the learning style of everyone, and 

teaches towards only this learning style (Cranton, 1996). A third example of a distorted epistemic 

assumption can result from an individual who views socially derived phenomena as beyond one 

personôs control (Mezirow, 1991). In response to this assumption, for instance, a teacher might 

adopt district administratorsô beliefs about teaching and learning unquestioningly (Cranton, 

1996).  

General examples of Mezirowôs (1991) four forms of learning (learning through existing 

meaning schemes, learning new meaning schemes, learning by transforming meaning schemes, 

and learning by transforming a meaning perspective) that can change an individualôs epistemic 

meaning perspectives are displayed in Table 3-1. Table 3-1 also includes descriptions of the four 

forms of learning for sociolinguistic and psychological perspectives and labels examples related 

to each of the meaning perspectives for the two domains of learning identified in transformation 

theory, the instrumental and communicational domains (Mezirow, 1991). These other types of 

perspectives and domains of learning are discussed in subsequent sections. 
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Type of Learning 
Meaning 

Perspective 

Instrumental and 

Communicational Domains of Learning 

Learning Through 

Meaning 

Schemes 

 
Learning through existing meaning schemesðdifferentiating among or elaborating upon current 

expectations, feelings, attitudes, or judgments pertaining to é 

Epistemic  empirically testable problems within a particular epistemic meaning perspective (instrumental) 

or based upon what others say about an issue related to a particular epistemic meaning 

perspective (communicational) 

Sociolinguistic  what is factually related to social norms and empirically testable within a particular 

sociolinguistic meaning perspective (instrumental) or subsequent to hearing what others say 

about social norms within a particular sociolinguistic meaning perspective (communicational) 

Psychological  empirically testable knowledge of oneself and how one came to form that image of self within a 

particular psychological meaning perspective (instrumental) or subsequent to hearing what 

others say about oneself within a particular psychological meaning perspective 

(communicational) 

Learning New 

Meaning 

Schemes 

 
Learning of new meaning schemes é 

Epistemic  related to factual knowledge (instrumental) or related to the perspective of others 

(communicational)  

Sociolinguistic  pertaining to factual information about social norms (instrumental) or related to the perspective 

of others (communicational)  

Psychological  pertaining to knowledge of oneself or how that knowledge complements or expands upon an 

existing psychological meaning perspective or that leads to a new psychological meaning 

perspective (instrumental) or the learning of new meaning schemes of oneself related to the 

perspective of others (communicational) 

 that complements or expands upon an existing (epistemic, sociolinguistic, psychological) 

meaning perspective or that leads to a new (epistemic, sociolinguistic, psychological) meaning 

perspective 

Table 3-1: Learning Related to Meaning Perspectives. 
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Learning by 

Transforming 

Meaning 

Schemes 

 
Learning by transforming meaning schemes, such as those that result from transforming and 

testing what is viewed as factual é 

Epistemic  along with examining the validation for this view (instrumental) or those that result from 

transforming what one views as factual by examining the views of others as well as integrating 

the views of others (communicational) 

Sociolinguistic  and related to social norms along with validation for this view (instrumental) or those that result 

from transforming what one views as a social or cultural norm by examining the views of others 

as well as transforming oneôs views based upon oneôs analysis of the views of others 

(communicational) 

Psychological  and related to oneôs image of oneself along with validation for this view (instrumental) or those 

that result from transforming a particular view of oneself by examining the views of others as 

well as transforming oneôs views based upon oneôs analysis of the views of others 

(communicational) 

Transformational 

Learning 

 
Learning by transforming an (epistemic, sociolinguistic, psychological) perspective, such as 

transforming perspectives é  

Epistemic  about why particular knowledge is (or is not) important (instrumental) or transforming 

perspectives about the validity and utility of a perspective based upon the conclusions drawn by 

using anotherôs point of view (communicational) 

Sociolinguistic  about why knowledge related to social norms is (or is not) important (instrumental) or 

transforming a sociolinguistic meaning perspective about the validity and utility of a social norm 

based upon consideration of the conclusions drawn by using anotherôs point of view 

(communicational) 

Psychological  about why knowledge related to oneôs image or perception of self is (or is not) important 

(instrumental) or by transforming perspectives about the validity and utility of a personôs image 

based upon consideration of the conclusions drawn using anotherôs point of view 

(communicational) 
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Sociolinguistic Perspectives 

An individualôs sociolinguistic meaning perspectives form initially from the social and 

historical context in which the person lives and participates. His or her meaning perspectives 

include social norms and cultural expectations of which the individual may be consciously 

unaware (Cranton, 2006). Distortions in an individualôs sociolinguistic assumptions result from 

the way that individualôs society, culture, and language may limit understanding (Mezirow, 

1991). Related to education, a teacher may not question some of the negative ways educators are 

portrayed in the media, or the teacher may feel constrained by the educational system in which he 

or she teaches but never question or closely examine the system (Cranton, 1996). The underlying 

distorted beliefs could be that the media accurately portrays teachers, and the educational system 

in which the teacher participates is the best system for educating youth. Sociolinguistic 

perspectives often include metaphors that do not register within conscious thought processes, but 

which may affect behavior directly. One such perspective is the teacher who has an image of 

students as ñblank slates.ò This teacherôs view is consistent with a transmission theory of 

learning, which may translate to a practice that is teacher centered and lecture driven. This 

metaphor can provide a glimmer of the teacherôs assumptions about and perspective of learning 

(Cranton, 1996). In many cases, metaphors for sociolinguistic perspectives reveal an image of 

distorted assumptions. General examples of learning that can change an individualôs 

sociolinguistic perspectives are displayed in Table 3-1. In addition to assumptions and beliefs 

related to knowledge and society, individuals also form meaning perspectives about their inner 

beings, which relates to the psychological meaning perspectives. 
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Psychological Perspectives 

An individualôs psychological meaning perspectives are formed by his or her self-

concept, feelings, and personality traits to form that personôs self-image (Cranton, 2006). 

Distortions in psychological assumptions, when recognized, can cause individuals intense pain if 

there are inconsistencies with the way the individual views himself or herself (Mezirow, 1991). A 

teacher may have a distorted psychological belief or assumption if that teacherôs behavior is 

influenced by personal negative childhood school experiences. An example of a teacher with this 

distortion is a teacher who subconsciously avoids discussing a childôs potentially problematic 

behavior with the child, based on a subconscious reaction to another teacherôs treatment of the 

teacher as a student (Cranton, 1996). Additionally, a mathematics teacher may see himself or 

herself as the mathematical authority in the classroom and thus have a self image of being the 

most knowledgeable person in the classroom. If continually confronted by a precocious studentôs 

questions, however, that teacherôs self-image may be questioned and subsequently changed or 

transformed. General examples of the four forms of learning that can change an individualôs 

psychological perspectives are displayed in Table 3-1. 

Perspectives and Learning 

The three types of perspectives interrelate to form a personôs knowledge base. For that 

reason, when a meaning scheme or meaning perspective of any type is transformed, it can affect 

meaning schemes and perspectives of other types. Although this study focuses on teachersô 

epistemic meaning schemes and perspectives for variation and statistics, dilemmas triggered and 

resolved with respect to sociolinguistic or psychological perspectives can cause a teacher to 

question assumptions, beliefs, and perspectives related to their epistemic schemes and 
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perspectives. As a result, an awareness of different types of perspectives can inform learning 

related to the specific epistemic perspectives of interest. As an example, reconsider a mathematics 

teacher who sees himself as the mathematical authority whose self-image is questioned and 

transformed subsequent to critically reflecting on a precocious studentôs questions. Although that 

teacher transformed a psychological meaning perspective, the studentôs questions are likely to 

have impacted epistemic meaning schemes and perspectives for the teacher based on factual 

information related to the questions. That teacher may accumulate factual information in answer 

to the studentôs questions or may learn by inquiring about and considering the studentôs 

perspectives behind what prompted the questions. The teacherôs subsequent learning may occur 

in the instrumental domain of learning, the communicative domain, or both. 

Domains of Learning 

Table 3-1 displays characteristics typical of learning for the four forms of learning 

identified by Mezirow and displays learning within two distinct domains: the instrumental 

domain of learning and the communicational domain of learning. Both instrumental learning and 

communicational learning can result in changes to an individualôs epistemic, sociolinguistic, or 

psychological perspectives. Learning rarely occurs in a distinctly single domain of learning and 

can be triggered from dilemmas for any of the three types of meaning perspectives.  

When an individual experiences a disorienting dilemma or undergoes a succession of 

meaning scheme transformations within a meaning perspective, that individual may not possess 

the knowledge needed to resolve the dilemma or to transform the meaning perspective. 

Additional learning is needed for transformation to be achieved. Based on Habermasô (1971) 

classifications for knowledge generation, Mezirow (1991) identified two broad domains of 

learning in which adults may acquire the necessary knowledge for transformation. The 
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instrumental domain of learning pertains to technical learning, or learning that concerns ñthe way 

we control and manipulate our environment, including other peopleò (Mezirow, 1991, p. 73), and 

the communicative domain of learning pertains to practical learning, or learning related to 

understanding others, both through attempting to understand othersô meanings and through 

communicating oneôs own meanings. Most adult learning occurs in both domains, with 

instrumental learning occurring subsequent to communicative learning, for example. Although 

learning typically involves aspects characteristic of both domains, these two domains of learning 

are discussed separately. 

Instrumental Domain 

Learning in the instrumental domain results in technical knowledge, or knowledge related 

to empirical, task-based problem solving. It is learning predominantly related to learning ñhow to 

do somethingò that can be validated empirically. Instrumental learning results from examining 

factual information related to a problem, examining alternative strategies for solving the problem 

in the most efficient and effective manner, and testing the envisioned course of action empirically 

to solve the problem (Cranton, 2006; Mezirow, 1990). This learning extends an individualôs 

current technical knowledge and deepens the knowledge in existing meaning perspectives, as 

shown in the descriptions of learning depicted in Table 3-1 (Kegan, 2000). Action within this 

domain is based upon empirical knowledge and ñcentrally involves determining causeïeffect 

relationshipsò (Mezirow, 1991, p. 73). Learning occurs when an individual reflects on the 

contextual or procedural assumptions used to guide problem solving and when the assumptions 

lead to strategies and tactics that are more efficient in producing the causeïeffect relationship 

(Mezirow, 1990, 1991). Learning can also occur upon examining and critically reflecting upon 

the importance of instrumental knowledge. Most adult learning from experience falls within the 
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instrumental domain (Marsick, 1990). Consider someone who may learn a new technique for 

modeling data, such as the use of time-series models rather than least squares regression for 

modeling data collected over time. This method then becomes a part of that personôs meaning 

perspective for data analysis. Because most learning falls within the instrumental domain, most 

learning is associated with the instrumental domain. Mezirow (1991) considers the learning that 

occurs within the communicative domain to be more significant than instrumental learning, since 

it involves ñunderstanding the meaning [italics in original] of what others communicateò 

(Mezirow, 1990, p. 8).  

Communicative Domain 

Learning in the communicative domain is learning that occurs through discourse and is 

validated through consensus (Mezirow, 1985). Learning in the communicative domain may occur 

when an individual attempts to understand the meaning of what others communicate either 

verbally or in written form with respect to values, feelings, and beliefs. It also can occur when an 

individual attempts to make his or her own values, feelings, and beliefs be understood or when an 

individual attempts to integrate the points of view of others into his or her own perspectives 

(Mezirow, 1990, 1991). In this domain of learning, the focus is on the justification of beliefs 

through understanding, describing, or explaining values, feelings, and beliefs and reaching 

consensus on the validity of the beliefs (Cuddapah, 2005; Mezirow, 1991). Learning in the 

communicative domain potentially has the greatest effect on an individualôs sociolinguistic and 

psychological meaning perspectives (Marsick, 1990), as depicted in Table 3-1. By interacting and 

communicating with others, an individual may need to view an experience in terms of a different 

meaning scheme, necessitating one of the first three forms of learning (Mezirow, 1990). The 

individual also may reflect critically on the assumptions of others in relation to his or her own 
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assumptions to transform a meaning perspective. Continuing with the previous example of a 

someone whose meaning perspective for data analysis expanded to include time-series models, 

consider a difference in beliefs between individuals about the most appropriate technique, using 

linear regression models or time-series models, to analyze a particular set of data. In such a case, 

communication between the individuals could ensue, with each person attempting to understand 

the analysis beliefs of the other. In this manner, a change in meaning schemes may occur for one 

or both individuals for those particular statistical techniques. 

Elements of Transformational Learning  

Learning in the instrumental domain results from reflection on the content of problem 

solving through questioning the problem, context, and premises about the importance of the 

problem (Cranton, 2006; Mezirow, 1985). Learning in the communicative domain results from 

interacting with and sharing values and beliefs with others, often in the context of problem 

solving, and while questioning the validity of existing assumptions and beliefs (Cranton, 2006; 

Mezirow, 1985). As mentioned previously, learning in both the instrumental and communicative 

domains is interdependent and interrelated in an individualôs learning and results in that 

individualôs technical and practical knowledge. An individualôs reflection on the content and 

process of problem solving, often while engaging in dialogue with others about the problem, 

typically results in meaning schemes that are changed, created, or transformed (Mezirow, 1991). 

An even more powerful form of learning may result from an individual critically reflecting on the 

premises of problem solving, that is, questioning the importance of or the validity and utility of 

the problem-solving content and process, often while engaging in dialogue with others (Cranton, 

2006; Mezirow, 1985). Critical reflection can result in a perspective transformation and begins by 
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critiquing the presuppositions upon which beliefs from prior learning are built (Mezirow, 1990, 

1991).  

Most current professional development efforts focused on educational reform are 

undertaken to bring about a change, or transformation, in teachersô beliefs and ideals. Although 

few individuals have linked transformation theory directly to their descriptions of teacher learning 

and change (Cuddapah, 2005), the applicability of transformation theory can be seen in 

researchersô descriptions about reform. For example, Thompson and Zeuli (1999) state that 

reforms ñcall for very deep changesðeven a transformationðin teachersô ideas about and 

understandings of subject matter, teaching, and learningò (p. 350). In particular, they note that 

ñtransformative learning [would] be required to realize science and mathematics education 

reformersô visions of curriculum and teachingò (p. 350). For reform to occur, Thompson and 

Zeuli posit that many mathematics teachers would need to examine and change their beliefs about 

mathematics, teaching, and learning and seek to enhance their understandings related to each. 

Transformation theory provides the mechanisms behind transformed learning. To examine the 

processes associated with perspective transformations in teaching, it makes sense to look at the 

processes in conjunction with the processes contained in a model for teacher change. In 

particular, the model of professional growth described by Clarke and Hollingsworth (2002) aligns 

well with elements of perspective transformation. 

In his initial research, Mezirow identified ten phases for perspective transformation, but 

recent research suggests that not every one of these ten elements is necessary for a perspective 

transformation to occur (Taylor, 1997, 1998, 2000). This same body of research also suggests that 

the transformation process is less linear and more recursive than originally envisioned by 

Mezirow (Merriam, 2001; Taylor, 1997, 1998, 2000). Agreement does appear to exist on the 

three main phases of transformative learning that result in a perspective transformation: critical 

reflection, rational discourse, and action (Cuddapah, 2005; Merriam & Caffarella, 1999). Table 
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3-2 displays those three elements for perspective transformation, along with the corresponding 

elements originally posited by Mezirow. The table also shows how the elements of Clarke and 

Hollingsworthôs model for professional growth correspond with Mezirowôs elements of 

transformation. Whereas the table gives the impression of a linear process or sequential steps for 

perspective transformation and teacher change, individualsô transformational learning and change 

may not occur in this order. Elements related to the three main phases of transformative learning 

in combination with elements from Clarke and Hollingsworthôs Model of Professional Growth 

are examined in the next section. 
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Main Elements 

of a Perspective 

Transformation 

Mezirowôs Elements of 

Perspective Transformation 

Corresponding Elements of Clarke and 

Hollingsworthôs Model of Professional 

Growth 

Critical 

Reflection 

Disorienting dilemma or 

sequence of transformed meaning 

schemes 

External stimuli or culmination of 

internal reflections 

Self-examination, accompanied 

by emotions 

Reflecting on the personal domain 

(knowledge, beliefs, and attitudes) 

and/or the domain of practice 

Critical assessment of 

assumptions related to epistemic, 

sociolinguistic, or psychological 

perspectives 

Reflecting critically on the personal 

domain and reflecting critically on the 

domain of consequence (salient 

outcomes) 

Rational 

Discourse 

Recognition that others have 

experienced similar discontent 

with their perspectives 

Acting on and reflecting on the external 

domain (sources of information) 

Exploring new roles, relationships 

and actions through engaging in 

rational discourse with others ï 

learning in the communicative 

domain 

Acting on the domain of practice 

(professional experimentation) and 

acting and reflecting on the external 

domain (sources of information) 

Action Planning a course of action Reflecting on the personal domain, the 

domain of practice and/or the domain 

of consequence 

Constructing the knowledge and 

skills needed to enact the plan ï 

learning in the instrumental 

domain and possibly in the 

communicative domain 

Acting on and reflecting on the external 

domain and reflecting on the personal 

domain 

Experimenting with new roles Acting on the domain of practice  

Building a sense of competence 

and self-confidence for new roles 

and relationships 

Reflecting on the domain of practice 

and the domain of consequence 

Reintegration into life based on 

the transformed perspective 

Acting on the domain of practice 

Table 3-2: Comparison of Perspective Transformation With Professional Growth. 
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Critical Reflection 

Perspective transformations typically begin with one or more events that precipitate a 

disorienting dilemma or an examination of presuppositions for which current problem-solving 

processes do not provide resolution to the problem at hand (Merriam & Caffarella, 1999). 

Although Clarke and Hollingsworth do not specify the need for a disorienting dilemma to 

stimulate professional growth, teachers typically have some motivation for pursuing professional 

development that results in change. That motivation may come internally from an individualôs 

experience of a disorienting dilemma or transformed meaning schemes, or the motivation may 

come externally from reform efforts within the individualôs school or professional community. 

Internal motivation proceeds in a manner similar to the process described by transformation 

theory; external motivation, however, requires some action to precipitate the teacherôs need to 

reflect on practice and on assumptions and beliefs about teaching and learning. 

A second characteristic of critical reflection is self examination, which is often 

accompanied by strong emotions (Mezirow, 1991). Mezirow (2000) acknowledges that becoming 

aware of previously implicit presuppositions and recognizing a need for change can present a 

threatening, emotional experience for many adults. As a result, some individuals resort to 

accepting the status quo or succumbing to the perspective of an authority, whereas others proceed 

to critically assess their epistemic, sociolinguistic, or psychological assumptions through critical 

reflection (King, 2002; Mezirow, 1994, 2000). Clarke and Hollingsworth incorporate the need for 

teachers to reflect on practice and for teachers to reflect on assumptions and beliefs about 

teaching and learning for professional growth throughout their model.  
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Rational Discourse  

Upon engaging in critical reflection, an individual may take consolation in the fact that 

others have experienced similar discomfort when examining their assumptions and beliefs 

(Mezirow, 1991). In advance of preparing a plan of action to resolve a dilemma, an individual 

may explore options for new roles, relationships, and actions by either engaging in rational 

discourse with others or internally engaging in rational discourse. Through discourse, the 

individual can examine the experiences of others and gain insights into both his or her own 

assumptions and the assumptions of others. The resultant learning falls mainly within the 

communicative domain (Mezirow, 1991, 2000). It is in this phase that the establishment of 

trusting relationships with others may play a role, since open and frank discussions can occur 

(Mezirow, 2000). Obtaining emotional support can take the form of support from colleagues who 

simultaneously engage in a change process or through rational discourse with colleagues 

pertaining to assumptions and beliefs about teaching and learning. Although Clarke and 

Hollingsworth do not explicitly address the role of others in rational discourse, their model of 

professional growth takes into account information gained from external sources, which does not 

preclude information gained through rational discourse with colleagues. Additionally, the support 

of others could be one part of the change environment in which the teacher participates. 

Action  

To bring about resolution to a dilemma, an individual may plan a course of action and 

then go about constructing the knowledge and skills for enacting the plan. The resultant learning 

falls mainly within the instrumental domain (Mezirow, 1991). Acting on plans for change is a 

major element of Clarke and Hollingsworthôs model for professional growth. After a teacher 
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develops a sufficient knowledge base, the teacher may experiment by taking on new roles to build 

competence and self-confidence with the new roles and relationships (Mezirow, 2000). The final 

result is that the individual lives life based on a newly transformed perspectiveða perspective 

that is more inclusive, open, and discriminating (Mezirow, 2000). Taking action to make changes 

in practice may precipitate the need for further reflection and emotional support, which may 

suggest the need for increased knowledge in preparation for further action.  

Conditions for Perspective Transformation 

Much of the research on transformation theory has been focused on validating and 

expanding the theory; less research has been conducted to investigate under what conditions a 

perspective transformation might be likely to occur (Taylor, 1997, 1998, 2000). Several adult 

educators have speculated about some of the conditions they believe are conducive to enabling 

perspective transformations. These conditions include some or all of the following for teachers: 

dissatisfaction with current practice, occurrence of a disorienting dilemma, critical examination of 

beliefs, support and freedom to pursue alternatives, support and opportunity to engage in rational 

discourse, readiness for change, and openness to alternative perspectives (Cranton, 2006; 

Cuddapah, 2005; Merriam, 2004a). A teacherôs experience with a disorienting dilemma related to 

teaching or learning or a teacherôs dissatisfaction with teaching practices are conditions that may 

precipitate the teacherôs critical examination of beliefs (Cranton, 1994). A teacherôs readiness for 

change might also increase the likelihood of engaging in the difficult task of critically examining 

beliefs. Critically questioning previously unexamined assumptions and beliefs about teaching and 

learning, particularly through discourse with others, may motivate a teacher to listen to and 

consider alternative perspectives. Administrative support and emotional support from peers may 

create ñsafeò conditions under which the teacher feels free to experiment with new roles. Others 



  64   64  

 

have speculated that long-term work with a mentor, faculty developer, group of faculty members, 

or network of teachers from multiple districts can sustain transformative learning in teachers by 

providing the emotional support needed for perspective transformation.  

Professional development workshops in many districts are of short duration and focus 

strictly on technical knowledge; they result in little meaningful teacher change (Desimone, Porter, 

Garet, Yoon, & Birman, 2002). In contrast, researchers who examined programs designed to 

effect change found that the most successful programs were those that provided long-term 

support and assistance to teachers (Shields, Marsh, & Adelman, 1998). To facilitate the change 

process, teachers need support to battle through the emotional strain that accompanies the 

examination of underlying beliefs. Teachers also need to engage in rational dialogue with 

colleagues and take action to learn the new content and strategies required for transformed 

practices. Current prevalent professional development practices for teachers of grades K-12 often 

appear to be unfocused and disconnected (Cohen & Hill, 2001). These programs do not seem to 

provide a focus on creating conditions that are indicative of transformation-provoking and 

transformation-sustaining activities, and most importantly, activity to support teachersô 

examination of beliefs and engagement in rational discourse.  

 In contrast to traditional professional development endeavors, Whitelaw, Sears, and 

Campbell (2004) provide an example of a program that was supportive for provoking teachersô 

transformations. They studied instructorsô learning within an initiative designed to promote 

faculty membersô technology use. The program invited teachers to examine their teaching 

practices under the umbrella of incorporating technology into practice. The program itself 

focused on technical knowledge. Teachers worked in pairs to explore the technology and to 

dialogue about how the technology could be used. For some pairs, this dialogue resulted in 

practical knowledge. The researchers found that those pairs who self-reported significant learning 

recognized the value of examining their beliefs about teaching, engaging in dialogue with their 
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partners, and exploring how technology use could support their beliefs. Additionally, several 

participants experienced a misalignment between their expectations for the initiative and their 

experiences while participating in the initiative. The authors contend that this misalignment 

provided an opportunity for participants to engage in critical reflection on their practice through 

the triggering of a disorienting dilemma. 

There are also other professional development opportunities that are available to teachers 

and that may precipitate a change in practice. Within mathematics and statistics education, there 

exist several independent educational organizations, such as the National Council of Teachers of 

Mathematics. These organizations provide both formal and informal learning opportunities for 

self-directed learners, including workshops, conferences and publications (Merriam & Caffarella, 

1999). Such workshops and conferences provide teachers with opportunities to exchange 

information with others and to examine educational publications and materialsð activities that 

may prompt critical reflection and discourse (Cranton, 1994). Similar venues for prompting 

critical reflection and discourse are available in formal educational settings, such as graduate 

classes or degree programs offered by colleges and universities (Merriam & Caffarella, 1999).  

 Lastly, proponents of adult education suggest that emotional maturity is required for a 

perspective transformation to occur (Mezirow, 2000). Although there is some question about 

whether precocious teens may experience perspective transformations, transformation theory is 

considered by many to be strictly an adult theory of learning (Taylor, 2000). Mezirow (1985) 

defines an adult as ñone who fulfills adult social roles and who sees himself or herself as a self-

directed personò (p. 17). Associated with emotional maturity are the abilities to be critically self-

reflective as well as to engage in rational dialogue (Cuddapah, 2005). Others (e.g., Knowles, 

Holton, & Swanson, 2005) suggest that only adults have the types of experiences and resources 

necessary to be able to critically examine previously uncritically assimilated assumptions and 

beliefs, and only adults have the desire to resolve any contradictions between beliefs and 
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experiences (Mezirow, 1991). The main factors that seem to distinguish transformation theory 

from learning theories used to investigate studentsô learning are recognition of the need for 

emotional maturity and acknowledgement of the role of emotion in transformational learning 

coupled with the realm of experiences needed for critical reflection. In addition, others (e.g., 

Merriam, 2004b) suggest that a ñmature level of cognitive functioningò (p. 60) is required for 

transformational learningðcognitive development that may extend beyond Piagetôs formal stage 

of cognitive development. As the preceding descriptions suggest, viewing teacher learning 

through the lens of transformation theory is consistent with current explanations for teacher 

change.  

The SOLO Model 

Transformation theory provides explanatory power for what prompts adults to construct 

the knowledge and beliefs necessary to function at advanced cognitive levels as well as for how 

adults construct that knowledge. Whereas transformation theory does provide explanatory power 

for adult learning, it offers only a global perspective of learning and gives little insight into the 

intricacies of an individualôs meaning perspectives and the complex, interrelated web of 

knowledge, assumptions, and beliefs associated with the meaning schemes that combine to form 

these meaning perspectives. In relation to this study, transformation theory may provide insight 

into how professional development can provoke individualsô construction of robust 

understandings of variation by examining closely teachersô activities and actions that may 

contribute to their development of that understanding. Ensuring that teachers have robust 

understandings of variation to answer the second research question of this study, however, can be 

accomplished best by examining teachersô understanding through a lens different from 



  67   67  

 

transformation theory. The Structure of the Observed Learning Outcome (SOLO) Model (Biggs 

& Collis, 1982, 1991) provides such a lens.  

Establishing teachersô understandings of variation can be accomplished by examining 

their responses to interview tasks using the SOLO Model (Biggs & Collis, 1982, 1991). The 

SOLO Model is an empirically derived, neo-Piagetian model of cognitive development that 

assumes individuals actively construct knowledge through interactions with the world around 

them (Pegg & Tall, 2001, 2004), thus sharing similar constructivist assumptions with 

transformation theory. Unlike transformation theory, however, SOLO allows for both a global 

analysis of long-term growth and a local analysis of conceptual growth (Pegg & Tall, 2001), thus 

enabling description of both cognitive development and the complexity and cogency of the 

knowledge that results from learning (Cantwell & Scevak, 2004). It is in the latter sense that 

SOLO is considered for this study.  

Collis, Romberg, and Jurdak (1986) describe the dual phenomena that the SOLO Model 

addresses and mention two descriptors initially used by Biggs and Collis for the phenomena: 

Hypothetical Cognitive Structure and the Structure of the Learned Outcomes or Responses. The 

Hypothetical Cognitive Structure is the tool for describing cognitive development, and the 

Structure of the Learned Outcomes or Responses is the tool for describing an individualôs 

structure of response to a task, with the response not necessarily indicative of development. As 

Biggs and Collis (1982) observe, the SOLO levels ñdescribe a particular performance at a 

particular timeò (p. 23). An individual may respond to a task using a lower mode of reasoning 

even though the individual is capable of reasoning at a higher mode. Much of the research in 

mathematics education and in statistics education alludes to the developmental nature of the 

SOLO Model while using the model to describe the structure of studentsô responses to 

mathematical or statistical tasks. For this study, SOLO is used to examine the structure of 

teachersô responses to statistical tasks and provides a useful lens through which to design tasks to 
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elicit understanding and to examine an individualôs knowledge subsequent to learning. Because it 

can be used to describe developmental levels, SOLO offers a way to describe varying depths of 

understanding. In this study, the varying depth is not that of one individual across time, as it 

would be in developmental research, but rather the varying depths of understanding at one time 

across individuals. 

The SOLO Model (Biggs & Collis, 1982, 1991) consists of five modes of functioning 

that correspond closely to Piagetôs developmental stages: the sensorimotor, ikonic, concrete 

symbolic, formal, and postformal modes. Each mode of learning reveals the ñlevel of abstraction 

that a learner uses when handling the elements of a taskò (Biggs & Collis, 1982, p. 152), with 

each successive mode increasing in the degree of abstraction needed to reason within that mode. 

Thought processes in each successive mode are qualitatively more complex than thought 

processes in earlier modes.  

This study focuses strictly on the formal mode of reasoning. Reasoning within the formal 

mode can be used to generate speculations that both incorporate and transcend particular 

situations; characteristic of this mode is reasoning that does not require reference to a particular 

concrete setting. Although some adults never develop sufficient understanding of concepts within 

particular areas of study to reason in the formal mode for those areas, thinking in the formal mode 

is seen as representative for the type of thinking exhibited by undergraduates and professionals 

(Biggs & Collis, 1982; Groth & Bergner, 2006). Secondary statistics teachers in particular should 

be able to think and reason about variation in the formal mode. Not only does the SOLO Model 

provide a means to examine individual responses on a global level, SOLO also affords the use of 

a finer grain of analysis by examining learning cycles within each mode (Pegg & Tall, 2005). 
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Levels of Response 

There exists essentially a cycle of three levels of response, or levels of thinking, to 

describe cognitive growth in the formal mode: unistructural, multistructural, and relational (Biggs 

& Collis, 1991). The underlying cognitive structure of a response may reveal different foci in an 

individualôs response. At the unistructural level, an individual focuses on one relevant aspect that 

lies in the formal mode, whereas at the multistructural level the individual focuses on more than 

one relevant aspect without integrating the aspects. At the relational level, the individual 

integrates all relevant aspects to reveal coherent structure and meaning. The three levels within a 

mode form a cycle of cognitive growth (Pegg, 2003), with the cycle being hierarchical in nature 

and generally accepted as developmental in nature (Pegg, 2003). 

Recent empirical studies identify more than one cycle of levels of response that a learner 

exhibits within a mode before possibly reasoning beyond that mode (Callingham, 1997; Pegg, 

2003; Watson, Collis, Callingham, & Moritz, 1995). Pegg and Tall (2001) provide one of the few 

descriptions of the SOLO Model that acknowledges the possibility of multiple cycles of levels 

within a mode. They suggest that multiple cycles within a mode occur after  

the individual meets new stimuli and begins to react first to one aspect, then 

another, to give multiple responses, which begin to be related together, then the 

whole structure is conceptualized as a new single structure. This structure can 

retain characteristics of the initial cycle. (Pegg & Tall, 2001, p. 2) 

This single new structure characterizes the unistructural level in a second cycle of levels within a 

mode. Given the complex nature of variation, it seems possible that individuals may be able to 

reason relationally about aspects of variation in the formal mode while not integrated reasoning 

among aspects, suggesting that relational reasoning about variation in the formal mode might 

encompass more than one level of reasoning. 
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The SOLO Model as a Tool for Eliciting Understanding of Variation  

To date, researchers have used the SOLO Model to explore issues of individualsô 

understanding and reasoning about variability in the concrete-symbolic and ikonic modes 

(Reading, 2004; Watson, Kelly, Callingham, & Shaughnessy, 2003). A few statistics education 

researchers have used the SOLO Model to examine and describe reasoning in the formal mode 

(e.g., Groth & Bergner, 2006), and mathematics education researchers have described studentsô 

reasoning in the formal mode for mathematical topics in several areas of mathematics (e.g., Pegg 

& Tall, 2005; Serow, 2006). The body of statistics education research work consists of analyzing 

studentsô responses to form descriptions of understanding and reasoning in relation to the levels 

of reasoning within a mode or to distinguish reasoning between modes. In these studies, either the 

participants were unable to reason in the formal mode, or the tasks did not elicit reasoning 

indicative of the formal mode. Mathematics education researchers (e.g., Collis, Romberg, & 

Jurdak, 1986) have used an alternative process with the SOLO Model to reverse the usual order 

from response to level classification to address the latter situation. The alternative process is used 

to write tasks that elicit responses reflective of SOLO levels within the mode intended to be 

studied or that distinguish between modes (Collis, Romberg, & Jurdak, 1986; Rider, 2004). This 

alternative process was used in this study to design tasks to elicit reasoning in the formal mode 

along with empirical verification of responses to confirm the tasks elicited formal reasoning. The 

process also was used to analyze responses to describe reasoning and understanding about 

variation in the formal mode. 

Figure 3-1 provides a simplified graphical representation for the first cycle of levels of 

understanding variation using the SOLO Model. This figure shows that an individual can have an 

integrated understanding for each perspective of variation in the formal mode. The first cycle of 

unistructural, multistructural, and relational levels within the formal mode is a cycle of levels 
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within each perspective of variation, with the levels subscripted with a ñ1ò depicting the first 

cycle for each perspective and the arrows representing the hypothetical development of an 

understanding of variation and increased sophistication in reasoning from each perspective. For 

example, an individual who provides evidence of relational reasoning (R1) within the design 

perspective displays integrated reasoning with statistical problem-solving elements related to 

design. In contrast, unistructural reasoning (U1) from the design perspective is evidenced by 

reasoning about a single problem solving element related to design, and multistructural reasoning 

(M1) is evidenced by reasoning about multiple elements without integration of the elements.  

The second cycle of levels in the formal mode (the cycle in the bottom half of Figure 3-2) 

requires integrating the three perspectives to reveal a holistic understanding of variation. The 

levels subscripted with a ñ2ò depict this second cycle and the arrows represent hypothetical 

development and increased sophistication towards relational reasoning across perspectives. An 

individual who reasons relationally from each perspective and integrates reasoning from the three 

perspectives is reasoning at a relational level (R2) in the second cycle of levels in the formal 

mode. Relational reasoning across perspectives is indicative of robust understanding of variation. 

Relational reasoning within only one perspective is indicative of unistructural reasoning (U2) in 

 

 

Figure 3-1: SOLO and the Cycle of Levels for Each Perspective.  
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the second cycle, and relational reasoning within more than one perspective without integration 

between perspectives is indicative of multistructural reasoning (M2) in the second cycle. 

Although individuals who reason at the unistructural and multistructural levels in this second 

cycle exhibit relational reasoning from one or more perspectives, they do not exhibit reasoning 

indicative of an overall robust understanding of variation. The interview tasks and the lines of 

questioning related to each task in this study were designed to elicit reasoning about variation in 

the formal mode and to allow determination of levels of reasoning in both cycles of levels, thus 

providing a view of robust understanding of variation as relational reasoning across the three 

perspectives. 

 

 

Figure 3-2: The SOLO Model and Robust Understanding of Variation.  



 

 

Chapter 4 

 

Research Methods 

In addition to investigating teachersô conceptions of variation, a major goal of this study 

is to understand the nature of experiences that secondary mathematics teachers believe 

contributed to their development of robust understandings of statistical variation. To examine the 

fundamental nature of these experiences and to obtain a holistic description of the nature of the 

experiences, I use phenomenological methods (Moustakas, 1994), for which the phenomenon 

under study is secondary mathematics teachersô development of robust understandings of 

statistical variation. A major requirement for phenomenological study is that the topic and 

research questions be of social significance (Moustakas, 1994); the perceived need for students to 

become statistically literate and to have statistically literate teachers suggests the significance of 

this study. This study can contribute to the future design of programs that advance the 

development of a statistically literate society. In this chapter, I describe in detail the processes 

that I used to conduct this study. Specifically, I describe the processes used to select participants, 

to collect data, and to analyze data in order to examine teachersô conceptions of variation and to 

establish that teachers experienced the phenomenon under study as well as to identify 

characteristics of experiences identified by teachers as important for their learning during the 

course of experiencing the phenomenon. 

Participant Selection 

In order to study the phenomenon of coming to understand variation, participants must 

have experienced the phenomenon (Moustakas, 1994). To ensure the highest probability of 
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finding teachers who have robust understandings of variation, I established explicit criteria for 

individualsô addition to the participant pool (Merriam, 1998). The resulting purposeful sample 

consisted of 16 high school statistics teachers from across the country; a different group of three 

teachers participated in a pre-pilot study and another three teachers participated in a pilot study. 

To establish the selection pool, I considered teachers who have been active in The College 

Boardôs Advanced Placement
®
 (AP) Statistics Program. 

Background Information  

The AP program allows secondary students to receive college credit for courses taken 

during their high school years (Collegeboard.com Inc., 2007a). To potentially receive credit in 

statistics, students take the AP Statistics exam, which consists of multiple choice and free 

response questions. Each year, secondary AP Statistics teachers and college statistics instructors 

meet in a central location (the AP Reading site) to score studentsô free response solutions (R. 

Peck, Personal communication, May 21, 2007).  

The College Board requires that secondary mathematics teachers have a minimum of 

three years of experience in teaching AP Statistics or the equivalent before they can attend the AP 

Reading (Collegeboard.com Inc., 2007c), although exceptions have been made when the demand 

for readers has exceeded the available pool of readers. As part of the application process, teachers 

provide information about their educational experiences and submit a curriculum vita and course 

syllabus (Collegeboard.com Inc., 2007c). Subsequent to examining the application materials, the 

Chief Readerða college statistics professor who has served various roles at the AP Reading and 

who is hired to be a ñcontent arbitratoròðextends invitations to the Reading (R. Peck, former 

Chief Reader, personal communication, May 21, 2007). The teachers who attend the Reading are 

the readers. 
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At the conclusion of each AP Reading, readers are evaluated and must exhibit proficiency 

in evaluating student responses for statistical completeness and correctness to be invited back to 

the AP Reading in subsequent years (R. Peck, Personal Communication, May 21, 2007). To 

evaluate student responses for students from multiple states and countriesðresponses that include 

both conventional and unconventional methodsðreaders need to have and exhibit flexibility in 

their understanding of statistics. Attending the AP Reading also presents a unique learning 

experience for teachers. As noted by one first-time AP Statistics reader, ñ[t]he greatest gain that 

readers will take away from an AP Reading é is an increase in their own knowledge and skills 

within their chosen fieldsò (Rees, 2007).  

With the selection criteria for AP readers and the educational benefit from attending an 

AP Reading, secondary teachers who attend the AP Reading pass a screening process that 

suggests some level of competence in the area of statistics, and they participate in potentially 

powerful professional development. Table leaders pass through an additional screening process. 

To become a table leader, a teacher typically must serve as a reader for six years, currently teach 

AP Statistics or an equivalent course, and exhibit characteristics of leadership (R. Peck, Personal 

Communication, May 21, 2007). They also must be recommended by an existing table leader or 

serve the AP program in a particular type of leadership role (Collegeboard.com Inc., 2007d). In 

general, table leaders have taught statistics for a minimum of six years and exhibit their statistical 

knowledge through the selection process for readers and table leaders. 

Selection Criteria 

With AP readersô and table leadersô wealth of background experiences, these teachers are 

more likely to exhibit robust understandings of variation than a random sample of AP teachers 

(e.g., R. Peck, Personal Communication, May 21, 2007) and thus are more likely to have 
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experienced the phenomenon of interestða key consideration for participant selection in 

phenomenological studies (Moustakas, 1994). For that reason, AP readers and teacher leaders 

formed the population of interest for this study. In particular, teachers who attended the 2006 and 

2007 AP Statistics Readings as readers or table leaders comprised the initial group of teachers 

considered for this study. Of the 16 teachers ultimately selected for participation, 15 attended a 

minimum of two AP Readings,
3
 including one teacher who attended nine. On average, teachers 

attended 4.6 AP Readings, with a median of 4 AP Readings. Six of the teachers currently serve or 

served in the past as table leaders at the AP Reading and averaged 5.167 years of service as a 

table leader, with a median of 5 years of service.  

To achieve a participant pool that represented some diversity in experiences, I selected 

teachers who differed in the number of years they taught statistics. My belief was that individuals 

who have more recently begun to teach statistics may be able to recount the activities and actions 

that contributed to their current understanding of variation better than veteran teachers, whereas 

veteran teachers may have a greater variety of activities and actions that contributed to their 

understandings. The teachers in this study taught statistics for as few as 3 years and for as many 

as 30 years. The mean number of years that teachers taught statistics at the time of data collection 

was 10.75 years, with a median of 9.5 years. 

Secondary considerations for participant selection included selecting teachers with a 

variety of educational backgrounds and statistical experiences. Many teachers who have served as 

readers and table leaders have attended or conducted professional development. In many cases, 

attendance is self-initiated and less formal than an undergraduate or graduate-level statistics 

course. Professional development workshops are likely to include pedagogical strategies for 

teaching statistics along with discussions related to statistical content. My belief was that 

                                                      
3
 One of the teachers in the study is not an AP Statistics reader; however, she was recommended by an AP 

teacher-leader because of her participation in leadership institutes and her leadership in providing 

professional development in statistics for teachers at local and state levels. 
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selecting teachers with a variety of professional development backgrounds would help to isolate 

characteristics of effective professional development. The 16 teachers attended between 1 to 30 

professional development sessions, inclusive, in statistics, with a mean of 9.44 sessions and a 

median of 6.5 sessions. Nine teachers conducted professional development in statistics, with the 

number of sessions varying from 1 to 60, inclusive. The mean number of sessions conducted was 

22.56 sessions, and the median was 23 sessions. The mean and median values, however, are 

deceptive because five teachers conducted 23 or more professional development sessions, and the 

remaining four teachers conducted 7 or fewer sessions. 

In addition to displaying a variety of professional development experiences in statistics, 

teachers in this study have a mixture of formal, course-related experiences in statistics. Whereas 

no teacher with a statistics degree participated in this study, one teacher has a minor concentration 

in statistics, and seven teachers completed three or more formal courses in probability and 

statistics at the secondary, undergraduate, or graduate level. Only one teacher never completed a 

formal probability or statistics course. Two of the pilot study teachers had minors in statistics. 

Twelve teachers have undergraduate degrees in mathematics or mathematics education, and ten 

have graduate degrees in mathematics or mathematics education. Several teachers have 

undergraduate or graduate degrees in other fields, including marketing and advertising, chemical 

engineering, counseling, psychology, and varying exceptionalities. Two teachers have 

undergraduate degrees in science or engineering and completed coursework to obtain secondary 

mathematics certification. By selecting teachers with a wide variety of informal and formal 

educational experiences, my belief was that I could isolate characteristics of both formal and 

informal experiences that may have contributed to teachersô development of robust 

understandings of variation.  

I selected teachers using general characteristics typically considered in phenomenological 

research, including gender (Moustakas, 1994). I selected equal numbers of male and female 
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teachers from fourteen different states across the continental United States and Washington, D.C., 

including teachers from the North, East, South, West, and Midwest, in an attempt to select 

teachers that obtained their undergraduate and graduate degrees from different universities, taught 

in different school systems, and experienced different professional development programs. Three 

teachers have assumed leadership roles in the College Board organization in ways beyond table 

leadership, and seven have statistics-related publications, including textbook and textbook-related 

publications, magazine or web-based articles and activities, and workshop-related publications. 

Serving in leadership positions or publishing statistics-related work provides additional learning 

opportunities for teachersðopportunities not necessarily duplicated in other criteria used to select 

participants. As the diversity of teachersô experiences might suggest, my main goal was to have 

teachers with as many varied learning opportunities as possible. 

Selection Process 

To select participants, I began by contacting a table leader to obtain the names and e-mail 

addresses of current and past table leaders and readers. Using e-mail communication, I contacted 

approximately 125 secondary teachers in the continental United States who attended the 2006 and 

2007 AP Readings and who voluntarily included their e-mail addresses on a list generated at the 

AP Reading. Teachers who were interested in hearing more about the study included contact 

information in their responses to the e-mail. I called or e-mailed approximately 45 teachers who 

expressed interest, described the study to them, and ascertained their level of interest. When 

teachers stated a preference for e-mail, I e-mailed the introductory script approved by the Office 

of Research Protections. I read the script to everyone else. As part of my conversations with 

teachers, I received recommendations and contact information for three additional teachers, who I 

then contacted in the same manner as described. After my initial contact, if a teacher expressed an 
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interest in participating in the study, I e-mailed a password-protected questionnaire and asked him 

or her to return the completed questionnaire to me as soon as possible. The questionnaire, 

displayed in Appendix A, was the primary tool I used for participant selection. 

To obtain participants who represented a wide variety of experiences, I waited to review 

questionnaires until I received fifteen. Initially I believed that I would have sufficient diversity of 

experiences with ten participants; fifteen responses seemed to be sufficient for making 

preliminary choices. From this pool of fifteen teachers and with input from another mathematics 

education researcher, I selected male and female participants who exhibited diversity in years of 

teaching mathematics in general and teaching statistics in particular; years as readers and table 

leaders; formal degree work; and experiences with attending or conducting professional 

development. In particular, I selected a pool of participants with a variety of experience 

configurations while ensuring that not all of the teachers had the same experiences. If two 

teachers had a similar configuration of experiences, I gave priority to the teacher in closer 

geographical proximity to me.  

An example of the types of decisions I made while selecting participants can be 

illustrated with the experiences of Blake,
4
 Eden, and a gentleman not selected for participation. 

These three teachers were among the fifteen who initially expressed interest in the study. The 

gentleman not assigned a pseudonym had 29 years of teaching experience and taught statistics for 

eight of those years. He attended five AP Readings, had undergraduate and graduate degrees in 

mathematics education, attended approximately 40 professional development sessions related to 

statistics, and conducted five professional development sessions in statistics. In comparison, 

Blake attended a total of seven AP Readings, one for which he was a table leader. He has an 

undergraduate degree in mathematics and a graduate degree in mathematics education. He 

attended approximately 30 professional development sessions related to statistics. Eden taught for 

                                                      
4
 Blake, Eden, and all other participant names are pseudonyms. 
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30 years, including statistics for 10 of those years. She attended seven AP Readings, conducted 

two professional development sessions, and served as a statistical consultant for her high school. 

Arguably, when Blake and Eden are considered together, their experiences overlap with the 

unnamed gentlemanôs experiences to a large extent. Additionally, Blake and Eden add unique 

experiences to the studyðexperiences that potentially affected their statistical understandings. 

Eden has an undergraduate degree in chemistry, with a minor in physics. Blake has been teaching 

statistics for 18 years, including seven years before the AP Statistics course existed and is a table 

leader. Eden and Blake added unique characteristics to the study, while also having experiences 

similar to those of the gentleman. Other participants also had experiences that overlapped with 

those of the gentleman. Because they had unique experiences, Blake and Eden were selected to 

participate in the study; because the gentleman had common experiences that were experienced 

by others with additional unique experiences, he was not selected for the study. 

From the initial pool of questionnaire respondents, I selected ten participants and e-

mailed the teachers to inform them of their selection and to request additional information from 

them. Nine of the ten teachers returned a signed consent form to me and participated fully in the 

study. After these ten individuals were contacted, I continued to receive questionnaires. I 

expanded the number of participants if an individual had a unique characteristic or experience 

that may have related to statistics learning and that was not represented or experienced among 

those teachers already selected. Additional experiences included engineering coursework, degree 

work for teaching students with varying exceptionalities, degree work for an MBA, unique 

statistical publications, leadership separate from the AP Reading and the College Board, and 

leadership roles in AP statistics different from table leading. Adding participants with these 

experiences brought the total number of participants to sixteen. Three teachers participated in a 

pilot study, and a total of thirty teachers returned signed informed consent forms stating a 
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willingness to participate in the study. Teachers who agreed to participate in the study and who 

were selected for participation were compensated monetarily for their participation. 

Seidman (2006) suggests two criteria for determining sample sizes for qualitative studies: 

sufficiently large yet not exceeding saturation. Using these criteria for this study, the sample size 

is sufficiently large to reflect the variety of experiences for teachers who experience the 

phenomenon of coming to understand variation yet sufficiently small so that the point of 

saturation is not exceeded. These 16 teachers, eight male and eight female, studied statistics both 

formally and informally and had a variety of experiences in learning and teaching statistics, a 

variety of educational and cultural experiences, and a variety of leadership experiences in AP 

Statistics.  

Data Collection to Address Research Question One 

To obtain information about teachersô conceptions of variation and to establish whether 

they have robust understandings of variation, I conducted a 90- to 120-minute semi-structured 

content interview with each of the 16 teachers. During the interview, teachers responded to a set 

of tasks that required them to reason about variation from data-centric, modeling, and design 

perspectives. Each task statement was purposefully vague to allow teachers to approach the task 

from multiple perspectives, allowing insights into aspects of variation most prominent for each 

teacher. Each task was designed to allow teachers to exhibit formal, abstract reasoning from 

individual perspectives and integrated reasoning across perspectives through the process 

associated with the design of tasks using the SOLO Model. As a collection, the tasks are 

extremely open-ended and not the kind of tasks that many teachers are likely to have encountered 

previously; however, the tasks are approachable with introductory-level statistics knowledge.  
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The SOLO Model in Relation to Data Collection 

The SOLO Model provides a tool for investigating teachersô understandings of variation 

through analysis of their responses to the interview tasks. The model aids in classifying different 

levels of responsesðresponses that provide insight into statistical understandings (Biggs & 

Collis, 1982). The interview tasks and the lines of questioning related to each task in this study 

were designed to elicit reasoning in the formal mode and to allow determination of levels of 

reasoning for both cycles of levels of the formal mode.  

Figure 4-1 shows an abbreviated description of the four elements (variational disposition, 

variability in data for contextual variables, variation and relationships among data and variables, 

and the effects of sample size on variability) from each perspective that emerged from analysis of 

the pilot interviews and that were subsequently used to establish levels of reasoning in the SOLO 

Model.
5
 Integrated reasoning involving the four elements from a particular perspective is 

indicative of relational reasoning within that perspective. In general terms, the four elements 

correspond with an expectation for and consideration of variation in statistical problem solving, 

consideration and exploration of variation related to specific contextual factors, consideration of 

variation to reveal relationships among data and variables, and consideration of the effects of 

sample size on data analysis. A description of the analysis that led to identifying these four 

elements appears in the section titled ñData Analysis to Address Research Question One.ò 

Discussion of how the interview tasks were designed to educe teachersô understanding of 

variation uses the shorthand notation for elements of perspectives shown in Figure 4-1 (e.g., DP1, 

DCP1, MP1, etc.). 

                                                      
5
 Chapter 6 contains detailed descriptions of each element. 

 



83 

 

 

Figure 4-1: Elements and Indicators of Robust Understanding as Two Cycles of Levels in the 

SOLO Model.  
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The Consultant Task 

The first task presented to teachers was the Consultant Task
6
 shown in Figure 4-2. 

Although I describe the task by attending to the design perspective first, the order of questions 

used with any one teacher was determined by the direction taken by the teacher in response to the 

task statement. I anticipated that the task statement could elicit reasoning from any of the three 

perspectives. By providing no information about how administrators selected exams, teachers 

could respond that no conclusion is possible because the samples might be biased, which would 

lead into reasoning from the design perspective. Because the only summary measures included in 

the statement were the average scores for each sample, teachers could respond that they needed 

additional information about the data to form a conclusion, leading into reasoning from the data-

centric perspective. Finally, by presenting information about means and asking for a comparison 

between consultants, teachers could respond by suggesting that they would conduct a test of 

inference to form a conclusion, which would lead into reasoning from the modeling perspective. 

                                                      
6
 The Consultant Task is an original task created by the researcher for the content interview. 

 

To improve studentsô test scores on state assessments, administrators from a large school 

district require students to take practice exams. Two outside consultants create and score the 

open-ended questions from these exams. Although both consultants use the same rubric to 

score student responses, the administrators suspect that the consultants do not interpret and 

apply the rubric in the same way, resulting in differences in scores between the exams scored 

by the two consultants. The consultantsô contract with the district is up for renewal, and the 

administrators are trying to decide if they should renew the contract. They decide to use the 

most recent practice exam to compare the scores assigned from each consultant and to decide 

whether there is a difference in the way the exams were scored. The administrators select 50 

exams scored by the first consultant and 50 exams scored by the second consultant. They find 

that the average score for the 50 exams scored by the first consultant was 9.7 (out of a 

possible 15 points), while the average score for the 50 exams scored by the second consultant 

was 10.3 (out of a possible 15 points). What should the administrators conclude about the 

scores assigned by these two consultants? 

Figure 4-2: The Consultant Task.  
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Design Perspective  

Teachers tended to offer critiques of the data collection methods used by the 

administrators. In particular, when teachers noted missing information such as sampling 

technique, I asked them to describe why the information was important, how the information 

would enable them to answer the administratorsô question, and what conclusions they could draw 

in the absence of that information. Asking why additional information was important provided 

opportunities for teachers to express recognition of the omnipresence of variability (DP1), to offer 

concerns related to the effects of potential sources of variation specific to the context (DP2), and 

to express a need to know how those potential sources of variation were controlled (DP3). By 

considering how the additional information would help and probing for justifications to support 

responses, teachers could reason about design elements in general terms that transcend multiple 

contexts and provide information of their reasoning in the formal mode. Lastly, through attention 

to what conclusions could be drawn strictly from the given information, further insight of 

teachersô variational dispositions could be obtained. 

After teachers commented on the design implemented by the administrators, I asked them 

to describe and defend the design they would have instituted to answer the administratorsô 

question. Through this question, teachers were given an additional opportunity to reason about 

the DP1, DP2, and DP3 elements offered in their critiques as well as an opportunity to consider 

additional controlling strategies (DP3) and to describe the effects of sample size in their proposed 

designs (DP4). 
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Data-Centric Perspective  

When teachers addressed how they would analyze the administratorsô data, they typically 

began by requesting information about the variation in scores to complement the given 

information about centers. I asked them to describe why they needed information about variation, 

which offered insights into their variational disposition (DCP1). I provided values for measures of 

variation and dotplots of the data separately and only after teachers requested the information. 

The summary values and dotplots are shown in Figure 4-3. From the summary measures, I asked 

teachers to describe the distributions they would expect to see associated with the given summary 

values to inform how they described variation and interpreted standard deviation (DCP2). When 

teachers examined the dotplots, they tended to notice a discrepancy between Consultant Twoôs 

summary measures and dotplot.
7
 I asked teachers to estimate values for the mean and standard 

deviation of the data displayed in the dotplot and to explain how they estimated the values to 

inform how they used data to reason about variation (DCP2). I also asked teachers to reason 

about what the administrators could conclude from the given information, which allowed them to 

reason about variation within each distribution (DCP2) and to compare variation between 

distributions using summary measures and graphical representations of the data (DCP3). 

                                                      
7
 The discrepancy in Consultant Twoôs scores appeared from one misentered test score value, 150, in place 

of a score of 15. The summary measures for Consultant Twoôs scores were calculated using the value of 

150. The dotplot of Consultant Twoôs scores only displays scores on the interval from 0 to 15. 
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Teachers had additional opportunities to reason about variation from the data-centric 

perspective by addressing all four elements of the data-centric perspective in response to 

questions such as those asked of the original data for the corrected summary measures and dotplot 

for Consultant Twoôs scores, which are displayed in Figure 4-4. 

As a second part of the Consultant Task, I asked teachers to describe expected differences 

between size-15 samples and either size-30 or size-50 samples to ascertain their perceptions of 

the effects of sample size on variability (DCP4). I then gave teachers the scores of 15 exams 

Random 50

Row

Summary

Consultant

Consultant_2

Consultant

Consultant_1

Value
9.7

3.3760864

10.3

20.205324

10

14.4152

S1 = mean

S2 = stdDev
 

Figure 4-3: Summary Values and Dotplots for Sample Exam Scores.  

 

Random 50  

Row

Summary

Consultant

Consultant_2

Consultant

Consultant_1

Value
9.7

3.3760864

7.6

1.7261494

8.65

2.8687624

S1 = mean

S2 = stdDev
 

Figure 4-4: Corrected Summary Values and Dotplots for Sample Exam Scores.  
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randomly selected from those scored by each consultant and asked them again to determine 

whether there appeared to be a difference in the way the consultants scored the exams. The scores 

are displayed in Table 4-1. Because these sample data were presented in tabular form and 

available in lists on a TI-84 graphing calculator if teachers expressed a desire to use a calculator, 

teachers chose summary measures, graphical representations, or strategies to use in analyzing the 

data and reasoning about issues of representing, measuring, and describing variation (DCP2) for 

each consultant and to compare variation between the two consultants (DCP3). Through the 

variety of situations and questions present in the Consultant Task, teachers could represent, 

measure, describe, and reason about variation in multiple ways. 

Consultant 1 Consultant 2 

8 14 

4 13 

3 11 

7 13 

6 9 

4 12 

3 11 

10 7 

8 6 

3 8 

15 1 

5 12 

3 13 

5 10 

2 11 

Table 4-1: Exam Scores for Randomly Selected Exams Scored by the Two Consultants. 
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Modeling Perspective  

As part of their comparison of scores for the two consultants, many teachers discussed 

formal inferential comparisons of the two groups, which provided opportunities for reasoning 

about distributions to model the pattern of variability in the data (MP2) and to model sampling 

distributions for sample statistics from samples of a given size (MP3). I also asked teachers to 

respond to questions related to their expectations for additional samples of different sizes selected 

from the same population (MP4), which informed how they balanced the ideas of sample 

representativeness and sample variability (Rubin, Bruce, & Tenney, 1990). The way teachers 

expressed their conclusions provided insight into their variational disposition (MP1). Although 

teachers had the opportunity to reason from the modeling perspective in the Consultant Task, the 

Caliper Task was specifically designed to elicit reasoning about variation from the modeling 

perspective.  

The Caliper Task 

Figure 4-5 and Figure 4-6 show the graph and question initially presented for the Caliper 

Task.
8
 By failing to mention any kind of context for the data, I anticipated that teachers would 

initially reason from the design perspective or from the modeling perspective. Teachers who first 

attended to considerations for making a prediction exhibited reasoning from the modeling 

perspective, whereas teachers who expressed a need to know the context of the data to consider 

the nature of or expected pattern of variability for the data reasoned from the design perspective. 

                                                      
8
 The Caliper Task is an original task created by the researcher for the content interview. 

 



90 

 

Design Perspective  

Teachers who expressed a need to know the context were asked to articulate the reasons 

behind their requests and to justify the legitimacy of their concerns related to context. Responses 

to these questions tended to provide information about a teacherôs variational disposition (DP1) 

or how the teacher used context to consider the variability expected in data for each variable and 

in the relationship between variables (DP2). The small sample size offered additional 

opportunities for teachers to reason about the effects of sample size on data variability, as did a 

larger sample presented later in the Caliper Task (DP4). I gave teachers information about the 

context after they reasoned about the data absent context: The data in the scatterplot are 

measurement data for an object manufactured to have a specified length measured in centimeters 

as the explanatory variable. The corresponding response value is a studentôs Vernier caliper 

 

Figure 4-5: Initial Graph for the Caliper Task.  

 

Imagine that one of your students asked you to look at this graph of data their lab partners collected 

during a science lab. The studentôs partners did not give the names of the variables represented by x 

and y. The student asks you how they might use this graph to predict a value for y, given a value of 4 

for x. What would you say to the student? 

Figure 4-6: Initial Question for the Caliper Task.  
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measurement of the same object to the nearest thousandth of an inch. I asked teachers to describe 

reasons behind why the data did not exactly match the pattern of the known theoretical 

relationship between inches and centimeters, which provided additional opportunities for teachers 

to reason about sources of variability in the given context (DP2) and to offer suggestions for how 

design strategies could have controlled the variability from those sources (DP3).  

Data-Centric Perspective  

When teachers speculated about various models the student could use to make a 

prediction from the given data, I encouraged them to describe the conditions under which each 

response would be appropriate and to describe how the student could decide which model was the 

best to use to make a prediction. Their responses suggested how teachers focus on the aggregate 

of the data to reason about the pattern of the variability in the data (DCP2) and how they use the 

correlation, the coefficient of determination, or a residual plot to evaluate each model (DCP2) and 

select the best model (DCP3).  

Modeling Perspective 

 In order to make a prediction for y in response to the studentôs question, many teachers 

offered a function they would use to model the data. In addition to asking how they formulated 

the model, I asked teachers to defend their choice of model, to describe the goodness of their 

modelsô fit, and to articulate their prediction along with why their prediction made sense. 

Articulating their predictions allowed me to observe teachersô reasoning about reasonable 

variability (MP1). Defending their choice of model and describing goodness of fit informed how 

teachers identified patterns of variability in the data and model use to explain variability in data 
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(MP2) as well as how they reasoned about random variability by examining deviations from the 

model (MP3). If teachers suggested models that were not linear, I asked them how they could fit a 

line to the data to inform their considerations about transforming data to improve fit and explain 

more variability (MP3).  

 After I told teachers the context, I asked them to reconsider their responses and their 

reasons for any changes in their responses in light of the context. In particular, I asked probing 

questions to elicit reasoning about how context affected model selection (MP2) and reasoning 

relating to the amount of variability allowed in predictions (MP1). To establish how teachers 

reasoned about the effects of sample size on bivariate data (MP4), I asked questions similar to 

those for the original scatterplot in response to the scatterplot shown in Figure 4-7. 

In addition to describing and justifying a model to best fit the bivariate data, I asked 

teachers to describe a reasonable model to fit the univariate distributions formed at the seven 

discrete centimeter measurements to gather further information about the extent to which context 

influences pattern expectation (MP2). I also asked teachers to consider the pattern of variability in 

univariate distributions under conditions that would produce different lines of best fit, which 

informed the meaning they associated with ñgoodò fit (MP3). 

 

 

Figure 4-7: Scatterplot Resulting From a Larger Data Set.  
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If the content interview took no more than seventy-five minutes at this point, I asked 

teachers to describe different measures of variation displayed in the linear regression output 

shown in Figure 4-8. In particular, I asked teachers to reason about the coefficient of 

determination in light of the apparent deviation of data from the line. I also asked teachers to 

reason about s, the standard deviation of the residuals. Asking these questions provided 

information about how teachers reasoned about summary measures for bivariate data. I provided 

a residual plot if teachers indicated they needed one in order to reason about goodness of fit.  

The Handwriting Task 

The Caliper Task was designed for teachers to reason from the modeling perspective, and 

the Handwriting Task was designed to elicit reasoning from the design perspective. There are two 

parts to the Handwriting Task,
9
 as shown in Figure 4-9 and Figure 4-10. The first part relating to 

                                                      
9
 The first part of the Handwriting Task stemmed from an idea posted on the AP Statistics electronic 

discussion group by Joshua Zucker on October 13, 2006 . The second part of the task stemmed from an 

idea posted by Floyd Bullard on October 11, 2006. Both ideas originated from an article published in the 

Washington Post on October 11, 2006 (Pressler, 2006). 

 

 

Figure 4-8: Regression Output for the Data Displayed in Figure 4-7.  
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the quote shown in Figure 4-9 typically was not discussed if less than ten minutes remained in the 

interview. Figure 4-9 presents a quote from a newspaper article in which the author describes 

parts of an experimental study but fails to describe key features of the study. I asked teachers to 

describe the apparent or missing features they would expect their students to notice and to 

describe any features they noticed that they would not necessarily expect their students to notice. 

For each feature, I asked teachers to describe the importance of the feature and the benefit or 

detriment of the features to gain insight into the types of variables teachers would attribute to the 

setting (DP2) and the aspects of control they would stress for the given setting (DP3), including 

aspects of randomization and sample size (DP4).  

In the quote displayed in Figure 4-10, the author conjectures that a relationship exists 

between handwriting quality and composition scores assigned by adults. I asked teachers to 

describe how they would design a study to test the stated conjecture. As teachers created their 

designs, I asked them to explain the decisions they made and their reasons for making those 

decisions. The questions targeted issues of replication, randomization, and control in relation to 

variation to gather information about teachersô reasoning about their expectation of variation 

(DP1), consideration of variation sources (DP2), attempts to control variability (DP3), and 

reasoning about sample size (DP4). If teachers did not mention sample size or blocking, I asked 

 

ñIn one of the studies, Vanderbilt University professor Steve Graham, who studies the acquisition of 

writing, experimented with a group of first-graders in Prince George's County who could write only 

10 to 12 letters per minute. The kids were given 15 minutes of handwriting instruction three times a 

week. After nine weeks, they had doubled their writing speed and their expressed thoughts were 

more complex. He also found corresponding increases in their sentence construction skillsò (Pressler, 

2006). 

Figure 4-9: Excerpt to Critique Design.  

 

ñWhen adults are given the same composition written in good handwriting and poor handwriting, 

óthey still give lower grades for ideation and quality of writing if the text is less legible,ô he saidò 

(Pressler, 2006). 

Figure 4-10: Excerpt to Create Design.  
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them to consider each as part of their design to provide further information about their 

consideration of control in study design (DP3) and control related to sample size (DP4).  

As the preceding descriptions of the tasks and the lines of questioning related to each task 

suggest, aspects of reasoning from the design, data-centric, and modeling perspectives were 

touched upon in several of the tasks, thereby providing opportunities for teachers to integrate 

reasoning about variation from the three perspectives throughout the entire problem-solving 

session and to reason about variation in different contexts.  

Data Analysis to Address Research Question One 

The content interviews were the primary sources of data for determining teachersô 

conceptions of variation and for determining those teachers whose reasoning was indicative of 

robust understandings of variation. To analyze the interview data, I used annotated transcripts of 

interviews with each teacher and examined teachersô statistics course syllabi
10

 and content-

focused excerpts from their context interviews. The analysis consisted of multiple stages, with 

each successive stage building on the previous one.  

Pre-Pilot and Pilot Study Analysis 

Prior to data collection for the 16 teachers in the study, I conducted a pre-pilot study with 

three teachers, followed by a pilot study with three teachers. I piloted the content interview 

schedule and tasks with AP Statistics teachers who were not considered for inclusion in the study. 

Some are friends who I have known for a number of years, and although it seemed inappropriate 

to include them in the participant pool for the main study, I hypothesized that including them in 

                                                      
10

 Fifteen of the 16 teachers in this studied provided either paper or electronic copies of their AP Statistics 

syllabi. 
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the pilot studies could inform the design of tasks without compromising the participant pool. 

Other pilot study teachers were AP Statistics teachers who are not currently leaders in the AP 

Statistics program (using ñleaderò as it is defined in the ñSelection Processò section).  

The main purpose of the pre-pilot and pilot studies was to determine whether the content 

interview tasks and prompts could elicit evidence of teachersô reasoning about variation from the 

design, data-centric, and modeling perspectives and elicit evidence of relational-level reasoning 

in the formal mode. Using insights about what it means to understand variation extrapolated from 

existing expository and research literature that mainly draws from my synthesis of the writings of 

Franklin and colleagues (2007); Garfield and Ben-Zvi (2005); Garfield, delMas, and Chance 

(2007); Moore (1990); Reading and Shaughnessy (2004); Reading and Reid (2006); and Wild and 

Pfannkuch (1999), I created a list of indicators for each perspective that suggested reasoning 

indicative of someone who understands variation. Table 4-2 contains the original list of 

indicators.  
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Pre-pilot and pilot content interviews were videorecorded, transcribed, and annotated 

prior to analysis. Analysis consisted of matching passages of individualsô reasoning about 

variation to the indicators in Table 4-2 to determine whether the tasks evoked reasoning aligned 

Table 4-2: Initial List of Indicators of Robust Understanding. 

Perspective Indicators 

Design D1:  Anticipation of the omnipresence of variability and acknowledgement of natural 

variability, particularly when designing a study and making conclusions from the 

study 

D2: Anticipation of possible sources of variability (such as measurement variability) in the 

context of the study and description of the differences in the magnitude of the effects 

various sources may have on the variability in measured characteristics 

D3: Anticipation of the effects of sample size on both the variability of the sample and on 

the statistics characteristic of the sample (statistics used to make inferences about 

parameters) for designing a study or in consideration of a study design 

D4: Acknowledgement of controllable and uncontrollable variability, such as explicating 

the benefit of using random assignment or random selection of 

observational/experimental units in the context of a particular study, and the need for 

control to be able to isolate systemic variation from random variation 

Data-

Centric 

DC1:Creation, use, or interpretation of various representations of data to highlight patterns 

in the variability of the data and to focus on the aggregate features of the data 

DC2:Calculation of summary statistics values or acknowledgement of the utility in having 

summary measures for measuring the variability in the data or the use of and 

interpretation of appropriate summary statistics (including measures of variation such 

as range, interquartile range, and standard deviation for univariate sets of data or 

correlation and the proportion of variability for bivariate sets of data) to describe 

holistic features of the distribution 

DC3:Estimation of measures of variability for a set of data based upon characteristics of the 

data distribution, including shape, center, and the presence of outliers for univariate 

sets of data, or correlation and the proportion of variability for bivariate sets of data 

DC4:Use of summary statistics measures, including measures of variation, to make group 

comparisons and to examine the variability within and among groups 

Modeling M1:  Use of a normal distribution to model patterns of variation for symmetric, bell-shaped 

data distributions (along with the corresponding use of other probability distributions 

for nonnormal distributions) and use of the characteristics of a normal distribution 

(based on center and spread and the effects of sample size on spread) to examine 

characteristics of the data, including invocation of the empirical rule to estimate 

variability by using knowledge that approximately 68% of the data lies within one 

standard deviation of the mean, approximately 95% of the data lies within two 

standard deviations of the mean, and approximately 99.7% of the data lies within 

three standard deviations of the mean 

M2: Use of appropriate models or transformations to account for the variability in data and 

to isolate the signal from the noise (i.e., variation in the data from the signal or 

expected pattern of data) for univariate or bivariate sets of data 

M3: Use of deviations from the model fit to variable data that deviates from the expected 

pattern to describe the goodness of fit of the model 

M4: Use of models to make predictions or statistical inferences from the data while 

allowing for variability with predictions or when interpreting results  
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with indicators and to determine if additional indicators needed to be added to the table. One of 

the changes to the interview schedule occurred subsequent to analysis of Consultant Task data 

with respect to the indicator listed as DC1 in Table 4-2. The indicator, ñcreation, use, or 

interpretation of various representations of data to highlight patterns in the variability of the data 

and to focus on the aggregate features of the data,ò suggests that teachers might create or use 

multiple data representations to analyze data. However, the original task gave teachers dotplots 

for both size-50 samples and size-15 samples, with most teachers reacting by reasoning strictly 

from the dotplots. Figure 4-11 displays the dotplots used in the pilot studies for the size-15 

samples. To provide a higher probability for evoking reasoning about multiple representations, 

the data were presented in tabular form for the main study (see Table 4-1), with the result that 

some teachers created and interpreted dotplots, boxplots, and summary measures of the data. 

Analysis of pre-pilot and pilot data also led to the development of a framework consisting 

of a set of lists of observable indicators for perspectives crossed with four considerations or 

aspects of variability that transcend perspectives, hereafter referred to as elements. (See Table 4-

 

 

Figure 4-11: Original Presentation of Size-15 Samples in the Consultant Task.  
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3, which appears at the end of this section.) To exemplify both how indicators, elements, and 

understandings are related and how the framework for robust understanding of variation 

developed from its roots in extant literature and empirical data, I summarize the development of 

several indicators related to one element. Similar evolution led to the final collection of elements 

and indicators, which I discuss in detail in Chapter 6.  

The element of a variational disposition originated from statistics education literature 

that focuses on the role of variation in statistics and in statistical problem solving (e.g., Cobb & 

Moore, 1997; Franklin et al., 2007). In particular, much discussion attends to the ñomnipresence 

of variabilityò and the importance of recognizing it. Statisticians opine that the discipline of 

statistics arises from a need to deal with the ñomnipresence of variabilityò (e.g., Cobb & Moore, 

1997; Moore, 1990; Snee, 1990; Wild & Pfannkuch, 1999). Most expository literature and 

curricular recommendations related to the learning and teaching of statistics identify recognition 

of the omnipresence of variability as foundational for studentsô development of increasingly 

sophisticated understandings in statistics (e.g., Franklin et al., 2007; Garfield & Ben-Zvi, 2005; 

Garfield & Ben-Zvi, 2008). The authors of the GAISE report articulate additional needs related to 

recognizing the omnipresence of variability in relation to study designðneeds for anticipating 

variability when formulating statistical questions and for acknowledging variability when 

considering methods of data collection (Franklin et al., 2007). This body of literature led to the 

identification of an indicator for anticipating and acknowledging variation in study design.  

Although anticipation and acknowledgement of variation were originally associated only 

with reasoning from the design perspective, analysis of pre-pilot and pilot data revealed related 

observable indicators in reasoning that included anticipation and acknowledgement of variation 

from data-centric and modeling perspectives. Teachers who participated in the pre-pilot and pilot 

studies displayed variational dispositionsðstates of mind in which variation is expected. 

Evidence of a variational disposition arose when one of the pilot-study teachers discussed the 



100 

 

standard deviation value of 20 for Consultant Twoôs scores in the Consultant Task. The teacher 

considered both context and distributional characteristics of data to question the legitimacy of the 

value. She argued that scores ranging in value from 0 to 15 could not produce the given standard 

deviation value. Using the dotplot of Consultant Twoôs scores, she approximated the correct 

value to be between one and two. She conveyed a tolerance and expectation for variation but 

concluded that 20 was an unreasonable value for the standard deviation. She acknowledged the 

existence of variability and identified problematic characteristics of variability attributed to data 

in her reasoning about variation from the data-centric perspective. Her reasoning contributed to 

the identification of indicators for a variational disposition from the data-centric perspective. In 

particular, her reasoning contributed to the development of an indicator for anticipating 

reasonable variability in data by considering the context of data and an indicator for anticipating 

reasonable variability in data by recognizing unreasonable variability in data. A third indicator 

related to anticipating reasonable variability, recognizing that data descriptions should include 

descriptions or measures of variability (and center), originated from Garfield and Ben-Zviôs 

(2005) framework for teaching and assessing reasoning about variability. This indicator was 

grouped with the others through its connection to anticipating variability with respect to data. 

A second teacher expressed anticipation of variability and allowance for variability in 

response to the Consultant Task as he reasoned about whether there was a difference in scoring 

based on the values of the means. He anticipated that consultantsô scores are likely to differ, but 

he noted that means of 9.7 and 10.3 may not indicate a true difference in scoring. He articulated a 

need for information about the spread of scores to determine whether the difference was 

significant. In his reasoning, he showed evidence of anticipating and expecting variation while 

reasoning about variation from the modeling perspective as he talked about a t-distribution from 

which to make inferences. His reasoning contributed to the identification of an indicator of a 

variational disposition from the modeling perspective: anticipating and allowing for reasonable 
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variability in data when using models for making inferences from data. A second indicator, 

anticipating and allowing for reasonable variability in data when using models for making 

predictions from data, stemmed from discussion in the GAISE report about allowing for 

variability in looking beyond data (Franklin et al., 2007). 

The reasoning of these two teachers illustrates a variational disposition from different 

perspectives. Through analysis of teachersô responses and considerations of statistics education 

literature, a total of four considerations of or aspects of variability that transcend perspectives, 

hereafter referred to as elements, emerged from the data, along with detailed characteristics of 

indicators for each element. The four elements that elicit reasoning about considerations or 

aspects of variation across perspectives are: variational disposition, variability in data for 

contextual variables, variability and relationships among data and variables, and the effects of 

sample size on variability. I discuss these elements in detail in Chapter 6.  

In-Depth Analysis of Data in Response to Research Question One 

Analysis of the data for the main study began with a preliminary stage in which I 

examined each content interview and syllabus for each teacher before I conducted his or her first 

context interview and again before the second context interview to determine if content-focused 

questions needed to be asked in an attempt to assure a high probability for obtaining evidence of 

teachersô reasoning about variation for each element across each perspective. The content 

interview tasks were created through the alternative process of SOLO, and elements of reasoning 

that tasks were designed to elicit were used in the analysis of interview data because, ñthe SOLO 

taxonomy not only suggests an item writing methodology, but the same taxonomy can be used to 

score the itemsò (Hattie & Purdie, 2003, p. 17). In this preliminary stage, I listened to the audio 

recording of the teacherôs content interview and noted evidence of reasoning that corresponded 
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with particular elements for each of the three perspectives. If evidence was lacking for any 

element-perspective pair, I incorporated questions intended to elicit reasoning about the missing 

element in the context interviews. As an example, consider Haleyôs Content interview and 

Context I interview. Haleyôs work with the Consultant Task did not naturally lead to her 

reasoning about the effect of an outlier on the variation of a distribution. During her Context I 

interview, I made sure to ask about her learning experiences related to the effects of an outlier. In 

particular, I asked about her experience in learning ñhow the outlier affects the standard 

deviationò (Haley, Context I, Lines 627-628). By asking context questions focused on particular 

content, I was able to gain insights into how each teacher thought about that content. In Haleyôs 

case, I was able to learn more about her reasoning about variation from the data-centric 

perspective for the element of variability in data for contextual variables. 

For my first pass through the data after I completed data collection, I created a matrix for 

each teacher with columns labeled by perspective and rows labeled by element. Any time the 

teacher exhibited reasoning that included evidence of an element or reasoning related to an 

element from one or more perspectives, I copied and pasted the passage from the annotated 

interview transcript to the appropriate cell(s) of the matrix and spaced interview passages in 

temporal sequence across perspectives for each element. I also wrote a summary of the indicators 

evidenced by each passage and made note of whether the teachersô reasoning was prompted by 

my questions. Figure 4-12(a) displays a portion of Everettôs matrix for the variational disposition 

element and begins with an entry for reasoning with a variational disposition from the data-

centric perspective, which is shown in Figure 4-12(b). The next occurrence of Everettôs reasoning 

with a variational disposition included aspects of reasoning from the design perspective and from 

the data-centric perspective, whereas the next passage offered reasoning from the modeling 

perspective. The intent behind creating matrices for each teacher was to provide a coherent 

picture of the teachersô reasoning from which to obtain an image of dominant elements or 
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perspectives in reasoning as well as a sense of teachersô integrated reasoning across perspectives. 

Annotated interview transcripts and matrices for some teachers were discussed with another 

mathematics education researcher until agreement was reached on the placement of evidential 

passages. 

After I created matrices with evidence related to each teacherôs reasoning about variation, 

I compared and contrasted passages illustrative of teachersô reasoning for each of the four 

elements and from each of the three perspectives to then look for commonalities or differences in 

reasoning among elements and perspectives and patterns in reasoning. For each teacher, I made 

conjectures about their conceptions of variation, identified evidence of understandings of 

variation, and recorded summaries. Figure 4-13 shows a portion of a summary written to describe 

Everettôs reasoning about variation from the data-centric perspective and illustrates Everettôs 

tendency to focus on finding signals, such as the average score assigned by consultants in the 

Consultant Task, within the noise of data. 

 

 

Figure 4-12(a) and 4-12(b): Example of the Matrix Layout (a) and Matrix Entry (b).  
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As I analyzed teachersô data, I mildly revised descriptions of the indicators based upon 

characteristics of teachersô responses that were not accounted for in the initial descriptions. For 

example, the final MP2 indicator of ñconsidering or creating distribution-free models to explore 

contextual variablesò was modified from ñconsidering models to explore contextual variablesò 

because of teachersô suggestions to use randomization tests to determine whether consultants 

scored exams differently in their responses to the Consultant Task.
11

 I reread participantsô 

responses and updated participantsô summaries based upon the revised level descriptions using 

the constant comparative method articulated by Glaser and Strauss (1967), and I considered the 

need for further refinement of the list of indicators. Although indicators required revision, the 

main elements of the matrix remained constant throughout data analysis. The table of elements 

and indicators for each perspective allowed responses to the interview tasks to be compared 

against indicators to determine levels of understanding of variation using SOLO from teachersô 

reasoning about variation. The complete list of indicators for each element that emerged from the 

data is shown in Table 4-3.  

During the course of revisiting characteristics of reasoning, different patterns of 

reasoning associated with different conceptions of variation began to emerge from the data. As I 

made continued comparisons through multiple additional passes through matrices and summaries 

of teachersô reasoning, distinguishing features of different conceptions were delineated. Analysis 

                                                      
11

 For example, Everett described a randomization test as taking combinations of the original 100 

consultantsô scores to form two new size-50 samples for each consultant.  He therefore randomly selects 50 

tests from the combined 100 tests, and considers characteristics of the newly formed samples in comparison 

with the observed difference in means of 0.6 for the size-50 samples. 

After Everett is satisfied that appropriate methodology generated data representative of a larger population 

or populations via randomization, he explores data to identify any potential signals that can be observed 

through the noise of the data before attempting to establish the significance (or not) of the signals. In 

general, there are two types of signals to which Everett attendsïsignals in the form of statistics representing 

one or more populations and signals about the relationships that exist among two or more variables. Everett 

reasons from the data-centric perspective when he calculates, represents, or interprets characteristics of 

data or makes informal inferences from a sample or samples.  

Figure 4-13: Sample Summary Statements of Everettôs Data-Centric Reasoning.  
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continued until there no longer existed any conflicts for describing teachersô conceptions of 

variation. Details about the conceptions appear in Chapter 5. 
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 Design Perspective Data-Centric Perspective Modeling Perspective 

Variational 

disposition 

DP1:  

Acknowledging the existence of 

variability and the need for study design 

in  

¶ controlling the effects of variation from 

extraneous variable(s); 

¶ including considerations of variation for 

variable(s) of interest during data 

analysis; or 

¶ using sample statistics to infer 

population parameters for the 

variable(s) of interest  

DCP1:  

Anticipating reasonable variability in data 

by  

¶ considering the context of data; 

¶ recognizing that data descriptions 

should include descriptions or measures 

of variability (and center); or 

¶ recognizing unreasonable variability in 

data (e.g., that which could result from a 

data entry error)  

MP1:  

Anticipating and allowing for reasonable 

variability in data when using models for 

¶ making predictions from data or  

¶ making inferences from data  

Variability in 

data for 

contextual 

variables  

DP2:  

Using context to consider sources and 

types of variability to inform study design 

or to critique study design by 

¶ considering the nature of variability in 

data (e.g., measurement variability, 

natural variability, induced variability, 

and sampling variability) or  

¶ anticipating and identifying potential 

sources of variability  

 

DCP2:  

Describing and measuring variability in 

data for contextual variables as part of 

exploratory data analysis by 

¶ creating, using, interpreting, or fluently 

moving among various data 

representations to highlight patterns in 

variability; 

¶ focusing on aggregate or holistic 

features of data to describe variability in 

data; or 

¶ calculating, using, or interpreting 

appropriate summary measures for 

variability in data (e.g., measures of 

variation such as range, interquartile 

range, standard deviation for univariate 

data sets; correlation and coefficient of 

determination for bivariate data sets)  

MP2:  

Identifying the pattern of variability in 

data or the expected pattern of variability 

for contextual variables by 

¶ modeling data to explain variability in 

data or 

¶ considering contextual variables in the 

formulation of appropriate data models 

or in 

¶ modeling data to describe holistic 

features of data or 

¶ considering or creating distribution-free 

models to explore contextual variables 

  

Table 4-3: Indicators of Robust Understanding of Variation. 
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Variability and 

relationships 

among data 

and variables 

DP3:  

Controlling variability when designing 

studies or critiquing the extent to which 

variability was controlled in studies by 

¶ using random assignment or random 

selection of experimental/observational 

units to (in theory) equally distribute the 

effects of uncontrollable or unidentified 

sources of variability or  

¶ using study design to control the effects 

of extraneous variables (e.g., by 

incorporating blocking in experimental 

design or stratifying in sampling 

designs) to isolate the characteristics of 

the variable(s) of interest or to isolate 

systematic variation from random 

variation  

DCP3:  

Exploring controlled and random 

variability to infer relationships among 

data and variables by  

¶ using and interpreting patterns of 

variability in various representations of 

data;  

¶ focusing on aggregate or holistic 

features of variability in data to make 

comparisons; 

¶ using or interpreting appropriate 

summary measures of the variability in 

data to make comparisons (e.g., 

transformed versus untransformed data); 

or 

¶ examining the variability within and 

among groups 

MP3:  

Modeling controlled or random 

variability in data, transformed data, or 

sample statistics for 

¶ making inferences from data (e.g., 

isolating the signal from the noise for 

univariate or bivariate sets of data or 

formally testing for homogeneity in 

variances) or 

¶ assessing the goodness of a modelôs fit 
by examining deviations from the model  

Effects of 

sample size on 

variability  

DP4:  

Anticipating the effects of sample size on 

the variability of 

¶ a sample or 

¶ statistics used to characterize a sample 

(e.g., mean, proportion, median) 

when designing a study or critiquing a 

study design 

DCP4:  

Examining the effects of sample size on 

the variability of 

¶ a sample or  

¶ statistics used to characterize a sample 

(e.g., mean, proportion, median) 

through the creation, use, or interpretation 

of data-based graphical or numerical 

representations  

MP4:  

Anticipating the effects of sample size on 

the variability of a sampling distribution 

to 

¶ model the sampling distribution or 

¶ consider the practical and statistical 

significance of inferences 
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Data Collection to Address Research Question Two 

To investigate the second research question, I incorporated data gathering methods that 

allowed me to examine teachersô perceptions and recollections of variation-related activities and 

actions. The best way to determine an individualôs perceptions of experiences to then extrapolate 

the nature of the experiences is to engage in dialogue with the person to obtain his or her first-

person accounts of the experiences (Moustakas, 1994).  

Self-Report Methods 

Phenomenological studies often include the use of semi-structured, in-depth interviews to 

elicit individualsô feelings about and experiences with the phenomenon under study (Seidman, 

2006). Because participants in these studies have already experienced the phenomenon, 

participants are able to provide a retrospective recall of their experiences and feelings through self 

report. Because of the reliance on participantsô memories and the accuracy of those memories, the 

collection and analysis of retrospective data brings issues of reliability and validity into question 

(Martyn & Belli, 2002). However, to study a phenomenon as it is happening presumes that one 

can create conditions under which the phenomenon will occur and that subjects for whom these 

conditions would bring about the intended phenomenal experience can be selected. Even if the 

experience could be provoked, research techniques for collecting and analyzing data for such a 

phenomena would be extremely time consuming and costly (Freedman, Thornton, Camburn, 

Alwin, & Young-DeMarco, 1988). Additionally, since it is not possible to observe an individualôs 

feelings about experiences, self-report interviews would still need to be conducted retrospectively 

to obtain affective information about the experiences (Cuddapah, 2005; Loftus, 2000). Given the 
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paucity of research that has been conducted to study advanced knowersô development of 

understandings of variation, I chose to use self-report methods to study the nature of experiences 

that provoked teachersô constructions of robust understandings of variation by examining the 

experiences of individuals who already have robust understandings. Concerns about the 

conclusions that can be drawn from this type of study will be addressed in the next three sections. 

Recall Effects  

Research work using self-report data has uncovered several characteristics that may 

inhibit individualsô abilities to recall or report events accurately. As noted by Ross (1989) in his 

review of the self-report literature, the tendency of an individual to present a favorable image to 

an interviewer brings into question the accuracy of descriptions. However, there are people who 

would argue that an individualôs motivation to misreport experiences should be considered before 

discounting the accuracy of self-report data (e.g., Baldwin, 2000; Loftus, 2000). For example, it is 

posited that little motivation for misreporting exists when individuals participate in interviews 

where anonymity is preserved through the use of pseudonyms (Baldwin, 2000). Specific to this 

study, teachers were informed that pseudonyms would be used in reports from this study. 

Additionally, the sixteen teachers in this study seemed to be motivated to collaborate with me to 

provide information about how teacher education in statistics might be improved.  

Research reports and syntheses of research literature suggest other characteristics that 

may affect the accuracy of reported events. These characteristics include the recency of events to 

be recalled (Eisenhower, Mathiowetz, & Morganstein, 1991; Tourangeau, 2000; Van der Vaart, 

Van der Zouwen, & Dijkstra, 1995), the saliency of the effects of events from the perspective of 

the individual (Brewer, 1994; Eisenhower, Mathiowetz, & Morganstein, 1991; Van der Vaart, 

Van der Zouwen, & Dijkstra, 1995), the number of times events have occurred (Brewer, 1994; 
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Van der Vaart, Van der Zouwen, & Dijkstra, 1995), differences in experiences among all event 

occurrences (Eisenhower, Mathiowetz, & Morganstein, 1991; Tourangeau, 2000; Van der Vaart, 

Van der Zouwen, & Dijkstra, 1995), and the affective state of the individual when the events 

occur (Brewer, 1994; Eisenhower, Mathiowetz, & Morganstein, 1991; Tourangeau, 2000). 

Strategies that can reduce the impact of these characteristics include the use of event history 

calendars and critical incidents. 

Event History Calendars  

As noted by Tourangeau (2000) in his review of the research literature on the self report 

of autobiographical data, ñno single variable seems to have such a profound impact on the 

accessibility of a memory than its ageò (p. 36). Individuals are less likely to recall events, 

particularly dated events, when retrieval cues are not incorporated in study design (Tourangeau, 

2000). Research suggests that event history calendars (EHCs), sometimes called life history 

calendars, provide a means for individuals to accurately and completely reconstruct past events 

and experiences through the use of cues for significant past events (Martyn & Belli, 2002). The 

format of the EHC is a matrix, with columns containing timing cues for recording behaviors and 

rows containing behaviorsðsignificant activities or events related to the goals of the researchð

that can help individuals to frame the occurrence of important events (Freedman, Thornton, 

Camburn, Alwin, & Young-DeMarco, 1988). Event history calendars have been shown to provide 

significant agreement about the timing of events when compared with survey results acquired one 

year, five years, and eighteen years earlier (Freedman, Thornton, Camburn, Alwin, & Young-

DeMarco, 1988; Martyn & Belli, 2002). Research suggests that an orderly review of events 

enables greater recall by participants than when participants are asked to recall events in a 

haphazard fashion (Eisenhower, Mathiowetz, & Morganstein, 1991). Additionally, landmark 
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events can be included in the calendar to aid participants in recalling events that occur in close 

temporal proximity to landmark events (Eisenhower, Mathiowetz, & Morganstein, 1991; 

Tourangeau, 2000). Event history calendars can help to avoid recall concerns related to the 

recency of an event and the number of times the event occurred.  

In the context of learning statistics, the calendar included landmark events of the initial 

release year for commonly used statistics education resources, including textbooks and 

technology items, as these events were perceived to be events that might enhance teachersô recall 

ability (Means, Swan, Jobe, & Esposito, 1991). Additional events listed on the calendar included 

the landmark events of the first year of the AP Statistics examination, the location of the AP 

Reading for each year, and the context for the most talked about and notable free response 

questions for examinations in each year, as determined from archived discussions on an electronic 

discussion group monitored by many statistics teachers (Collegeboard.com Inc., 2007b). A partial 

sample of an EHC is shown in Appendix B; teachers were asked to complete a similar calendar in 

electronic form to provide the details of their personal histories and to expedite the process of 

returning the completed calendars to me. (I provided teachers with a password-protected, 

electronic template of the calendar that could be returned to me via e-mail.) The events displayed 

in the sample are events from my life that align with my personal transformative learning 

experience. In completing this portion of the EHC, the year of the first AP Statistics Reading 

served as my reference point for much of the professional development training I attended prior 

to that Reading as well as the professional development workshops I conducted subsequent to that 

Reading.  

I asked teachers to record their personal information on the calendar, including the times 

in which they were taking statistics classes and the time(s) when they had obtained employment 

in education. A sample of the template that teachers used can be found in Appendix C. While the 

EHC shown in Appendix C contains no active links, teachers were able to use links to navigate 
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through the document when completing their EHCs. I also asked teachers to record events and 

experiences related to their statistics educationðevents that are either already listed on the 

calendar or events that needed to be added in the ñotherò category. The calendar has events 

related to AP Statistics already listed on the calendar, so teachers only needed to record the 

timing of these experiences. The precise timing of key events in teachersô experiences is less 

important than teachersô ability to recall information about each experience. For each experience, 

I asked teachers to record details of the event and people, places, and feelings associated with the 

experience in prose form (Cuddapah, 2005). I also provided the sample event history shown in 

Appendix B to serve as a resource to aid teachers in completing their individual event histories. 

Teachers were encouraged to contact me if any questions arose during completion of the EHCs. 

Of all of the events recorded by teachers, some were more salient than others. Teachers 

elaborated further on their salient events, or critical incidents, to enhance their recall of those 

events and to explore affective dimensions of their experiences. 

Critical I ncidents  

Research suggests that individuals tend to remember well unique events that evoke 

emotion at the time of occurrence or events that mark a transition point in their lives (Eisenhower, 

Mathiowetz, & Morganstein, 1991). Critical incidents are defined to be these unique events that 

are significant in the lives of individuals (Brookfield, 1990). There exists a long history for the 

use of critical incidents in research (Butterfield, Borgen, Amundson, & Maglio, 2005; Flanagan, 

1954), with recent usage in retrospective self-report accounts of incidents that include aspects of 

the thoughts, feelings, and reasons behind each individualôs actions taken in response to the 

incidents (Butterfield, Borgen, Amundson, & Maglio, 2005). Critical incidents provide 

participants with an opportunity ñto highlight particular, concrete, and contextually specific 



113 

 

aspects of peopleôs experiencesò (Brookfield, 1990, p. 180) because participants choose which 

incidents to discuss. Recent research uses critical incidents as a window for inferring peopleôs 

assumptions and beliefs (Butterfield, Borgen, Amundson, & Maglio, 2005), under the rationale 

that participantsô assumptions are likely to be implicit within their descriptions of the incidents 

(Brookfield, 1990). While individuals may struggle to articulate the underlying assumptions and 

beliefs that guide their actions, critical incidents provide a means for researchers to infer 

participantsô assumptions and beliefs from the experiences and actions of the incidents recorded 

by participants (Brookfield, 1990).  

In his use of critical incidents with adult learners, Brookfield (1990) gave instructions for 

the types of experiences to describe, and he encouraged individuals to write brief descriptions of 

the critical events in their lives, detailing the time, place, and other people involved. He also 

asked individuals to write explanations for their selection of critical events. To provide an even 

fuller picture of a personôs assumptions, researchers (e.g., Cuddapah, 2005) have asked 

participants to focus on one successful, or positive, critical incident and one failure, or negative, 

critical incident. Some researchers suggest that participants should also include the actions they 

took in response to the critical incident, the thoughts and feelings they had about the event, and 

their actions in response to the event (Kennedy & Wyrick, 1995). In their study that incorporated 

the use of critical incidents with teachers, Kelchtermans and Vandenberghe (1994) found that 

ñteachers will mention these moments as important for their professional developmentò and that 

ñas a result of some critical incidents the teacher has to change a habitual approach to cope with 

new challengesò (p. 48), suggesting that critical incidents may be triggers for significant, 

transformational learning experiences for teachers. Kelchtermans and Vandenberghe 

acknowledge that while certain events may be critical incidents for some teachers, resulting in a 

change in professional behavior, the same events may not be critical events for others. Because 

teachers may experience professional growth as a slow and gradual process, they may struggle to 
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find a single, salient event related to a particular aspect of their professions. In such cases, 

however, the teachers can still identify and describe in great detail experiences that influenced 

their professional development (Kelchtermans & Vandenberghe, 1994).  

I asked teachers to recount two critical incidents related to their study of variation or 

statisticsðone positive experience related to their informal or formal study and one negative 

experience. Limiting the number of critical incidents focused teachers on their most salient 

experiences; other experiences were included in the EHC and discussed in subsequent interviews. 

The two critical incidents were used to identify potential disorienting dilemmas. Teachers were 

asked to write brief descriptions of these critical events, detailing the time, place, and other 

persons involved in the events. Research suggests that participants who can provide detailed 

information about their critical incidents provide valid descriptions of those experiences (e.g., 

Eisenhower, Mathiowetz, & Morganstein, 1991). Additionally, asking details about the timing, 

location, and individuals involved in the incident helped to place the critical incidents temporally 

in teachersô event histories. I also asked teachers to provide explanations for selecting the critical 

events they chose to write about and to describe the actions they took subsequent to the events. 

The information provided by the teachers yielded insight into the existence of disorienting 

dilemmas as well as details about the characteristics of events that created the dilemmas. Lastly, I 

asked teachers to express the thoughts and feelings they had about the event and their feelings 

about the actions they took in response to the event. As discussed in the section on transformation 

theory, disorienting dilemmas can precipitate self-examination, which may be accompanied by 

strong emotion. Thus, the descriptions teachers provided about their critical incidents provided 

me with valuable information about events or experiences that may provoke disorienting 

dilemmas for statistics teachers as well as information about actions teachers might take to 

resolve their dilemmas. The critical incidents questions that teachers were asked to consider are 
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contained in Appendix D. I gained further insight into these events by interviewing teachers about 

the finer details of these events. 

Teacher In terviews 

Three interviews are common in phenomenological research (Seidman, 2006). In a 

phenomenological study, the main goal is to have participants reconstruct experiences related to 

the topic of the research. A series of three interviews gives participants an opportunity to reflect 

on the events and to provide detailed accounts of the events, as evidenced by the rich descriptions 

resulting from those who have employed the use of three interviews (Seidman, 2006). Seidman 

(2006) suggests that the first interview should ñestablish the context of the participantsô 

experienceò (p. 17), while others use the first interview to also establish rapport with study 

participants (Cuddapah, 2005). This study required an initial interview to establish that teachers 

experienced the phenomenon of developing robust understandings of variation; I worked towards 

establishing rapport with each teacher during our introductory conversations and during the 

content interview. Further, the teachers in this study established the context of their experiences 

by completing event history calendars and critical incident descriptions outside of my presence. 

They electronically completed and returned these documents to me. It was therefore possible to 

collect sufficient retrospective data for analysis with two context interviews for each teacher. 

Although EHCs are typically completed during the course of an interview (Freedman, Thornton, 

Camburn, Alwin, & Young-DeMarco, 1988; Martyn & Belli, 2002), research exists to suggest 

that successful retrieval of event details takes considerable time (Schwarz, Hippler, & Noelle-

Neumann, 1994; Tourangeau, 2000)ðtime that individuals would not necessarily have if they 

completed the EHCs as part of an interview. Seidman (2006) acknowledges that deviations from 

his recommended course of three interviews can occur ñas long as the overall structure is 
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maintainedò (p. 21). I provided teachers with clear directions for completing the EHCs and for 

describing their critical incidents and I made myself available for any questions that arose in 

completing the documentation, thus maintaining the structure of data collection for this 

phenomenological study. The pre-pilot and pilot studies were used to establish whether the 

directions for completing the documents were clear, to establish the viability of teachers 

completing the documents prior to the first context interview, and to establish whether the 

questions contained in the interview schedule provided evidence of individualsô perceptions of 

characteristics of experiences that enhanced their learning related to variation using 

transformation theory as the lens through which to view the experiences.  

I conducted a face-to-face interview with each teacher to reconstruct the finer details of 

the experiences he or she listed in the completed EHC and described in the critical incidents 

reports (Seidman, 2006). The content interview and this first context interview were conducted on 

consecutive days, with the content interview occurring first. In most cases, teachers had returned 

their completed documents to me well in advance of the context interview, and in all cases, I had 

a chance to review the documents before the first context interview took place. I perused the 

documents to gain a sense of the temporal positioning of educational experiences, to become 

familiar with experiences listed as pivotal or influential, and to construct a preliminary set of 

questions unique to each individual, in consideration of transformation theory, and guided by the 

general questions contained in the interview schedule. An abbreviated form of the interview 

schedule for the first context interview appears in Appendix E. Individualized questions also 

included questions to connect context with content to gather additional evidence for any facets of 

variation that were not addressed thoroughly in the content interview and to clarify unclear 

statements written in the EHC and critical incident descriptions.  

To illustrate the type of individualized questions I asked during the context interviews, I 

describe part of a context interview with Faith, a teacher who participated in the main study. Faith 
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completed her first statistics course in her undergraduate program and disliked it. She wrote that 

she could not ñuse calculators and all I remember is the constant crunching of numbers. Thought 

statistics was incredibly boring and was glad never to take another courseò (Faith, EHC). 

Questions I developed based on Faithôs comments were similar to the following.
12

  

¶ You mention that you had only taken one statistics course, and you thought statistics was 

incredibly boring. What caused you to change your mind about statistics? 

¶ How did you think about standard deviation upon completing this course? 

¶ What, if any, value did you see in this course? 

¶ How, if at all, did this course help you to learn the statistical content you needed to teach 

in AP Statistics? 

These questions were developed in consideration of an apparent subsequent change in Faithôs 

beliefs about statistics and statistics teaching, which suggested a possible disorienting dilemma 

that may have caused Faith to reconsider the assumptions and beliefs she formed in response to 

this course.  

Individualized questions were asked in addition to some of the general questions outlined 

in the interview schedule in conjunction with related ideas from other experiences. With Faith, I 

initially asked her to describe the experience she found to be most valuable for her learning of 

statistics. She responded, ñI didnôt care to learn statistics at all until a teacher at my school asked 

me to teach AP Statisticsò (Faith Context I, Lines 11-12). Her comment allowed for discussion 

about this positive learning experience, using the questions contained in the interview schedule as 

a guide, as well as the course that initially removed any motivation Faith had to learn statistics.  

In general, I asked teachers to describe experiences that were valuable for their learning 

of statistics and variation, the statistics learned during the course of their experiences, their belief 

                                                      
12

 The questions written here differ slightly from those asked during the interview in order to remove 

personal information and to maintain the anonymity of the teacher. 



118 

 

about why the experiences benefitted their learning, their emotions associated with the 

experiences, influential people associated with the experiences, actions taken in response to the 

experiences, and how, if at all, the experiences changed the way they thought about statistics and 

variation. In all cases, teachers referred to their critical incident experiences in their responses to 

these questions. I used the information teachers provided in the critical incident descriptions 

similar to the way I used the information from their EHCs. Throughout the interview, teachersô 

descriptions moved from a general description of events to a more detailed accounting of the 

events (Tourangeau, 2000), and the interview provided details about memorable events and 

actions taken subsequent to the events (Peters, 1991; Seidman, 2006). Further details about why 

the events transpired in the way they did were reserved for a follow-up interview (Peters, 1991; 

Seidman, 2006), the Context II interview. An abbreviated interview schedule for this second 

context interview is contained in Appendix F.  

Within several weeks of conducting the first context interview, I conducted this third and 

final interview with each teacher via telephone. The span of time between the two context 

interviews provided an opportunity for teachers to reflect on the reasons for their actions and on 

the meaning of their experiencesðelements that comprised the focus of the third interview 

(Peters, 1991; Seidman, 2006). In the time between interviews, I asked teachers to record journal 

entries of their reflective thoughts related to their statistical experiences and events, and I 

provided them with a small tablet upon which to record their thoughts. During the same interval 

of time, I reviewed both the content and the context interviews for each teacher to determine any 

remaining questions I might have from the first two interviews.  

I began the final interview by asking teachers to describe any experiences that needed to 

be added to their descriptions of events. I then asked teachers probing questions to explore what 

they perceived to be the meaning behind the events and actions they saw as valuable in their 

journeys towards understanding variation. During the interviews, I asked teachers questions about 
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the experiences that were most valuable for their learning in the areas of exploratory data 

analysis, study design, and inferential statisticsðareas that align well with the development of 

data-centric, design, and modeling perspectives. Questions focused on extracting features of the 

experiences that teachers found to be valuable and those found to be ineffective for their learning 

about variation and the reasons they attributed to the effectiveness of particular features. Because 

meaning making ñrequires that the participants look at how the factors in their lives interacted to 

bring them to their present situationò (Seidman, 2006, p. 18), I also asked teachers to describe 

how they believed their collective group of experiences contributed to their learning about 

variation and their reasons for that belief. Questions that guided the last interview appear in the 

interview schedule and align well with characteristics of transformative events using the lens of 

transformation theory. As with the content interviews, I transcribed both context interviews from 

each teacher and annotated the first context interview for my subsequent analysis of the data.  

Additional Data Sources 

To obtain additional information about teachersô experiences and understandings, I asked 

teachers to provide their most recent resume or curriculum vita if it was available in paper or 

electronic form. Ten of the 16 teachers in the study were able to fulfill this request. In addition to 

this documentation, teachersô recording of events and description of critical incidents, followed 

up in subsequent interviews, provided a form of triangulation for their retrospective accounts of 

experiences, actions, and events with as much accuracy as possible. The data collection and 

analysis schedule I followed for the pre-pilot, pilot, and main phenomenological studies is 

displayed in Table 4-4.
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Data Source/ 

Background Work 

Timing Purpose Data Format 

Pre-pilot EHCs and 

critical incident (CI) 

descriptions with 3 

teachers 

May-June 2007 Establish the viability of  

¶ the directions and categories of information on the EHC to determine 

usefulness of the document and 

¶ the directions and information about participantsô critical incidents to 

determine usefulness of the document 

Electronic files 

Pre-pilot 1.5-hour 

Content interview 

May-June 2007 Establish the viability of the instrument for ascertaining robust 

understandings of variation 

Video and audio 

recordings 

Pre-pilot 1.5-hour 

Context I interview 

June-July 2007 Establish the viability of the instrument for ascertaining characteristics of 

actions and activities that led to an understanding of variation in 

conjunction with the EHCs and critical incident descriptions 

Video and audio 

recordings 

Pre-pilot 1.5 hour 

Context II interview 

July 2007 Establish the viability of the instrument for ascertaining characteristics of 

actions and activities that led to an understanding of variation in 

conjunction with the first context interview 

Audio 

recordings 

Pilot study July-August 2007 Fine-tune instruments and probing questions with the goal of establishing 

that 

¶ tasks and questions from content interview can elicit reasoning about 

variation from the data-centric, design, and modeling perspectives 

¶ the data for research question one can be analyzed using the SOLO 

Model to frame data analysis 

¶ documentation and context interviews can elicit detailed descriptions of 

important learning experiences related to variation 

¶ the data for research question two can be analyzed using the lens of 

transformation theory 

Electronic files, 

video and audio 

recordings 

Participant selection July-August 2007 Establish initial pool of potential participants 

Initiate e-mail contact with potential participants 

Contact volunteers and e-mail questionnaires 

Select participants from questionnaires returned 

E-mail participant files for EHC and CIs 

Electronic files 

Table 4-4: Data Sources and Data Collection. 
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Establish dates for content interview and first context interview with 

teachers 

1.5-hour Content 

interview 

August-December 

2007 

Establish teachersô understanding of variation: 

¶ from the data-centric perspective 

¶ from the modeling perspective 

¶ from the design perspective 

¶ from the integration of these three perspectives 

Video and audio 

recordings, 

transcribed, and 

annotated 

Preliminary analysis of 

Content interviews 

August-December 

2007 
¶ Establish that evidence exists to examine teachersô reasoning about 

variation from, data-centric, modeling, and design perspectives 

¶ Determine content questions to ask during context interview in areas for 

which content evidence is weak or missing 

 

EHCs, descriptions of 

CIs, and preliminary 

analysis of documents 

August 2007-

January 2008 

Establish potential 

¶ disorienting dilemmas 

¶ opportunities for rational discourse 

¶ significant events that contributed to understanding 

¶ actions taken in response to critical reflection 

Establish teacher-specific questions for first context interview 

Electronic files 

of EHC and CI 

1.5-hour Context I 

interview 

August-December 

2007 

Establish teachersô view of 

¶ the significance of events listed on their EHC 

¶ characteristics of events from which participants learned 

¶ organizational support, including resources, for events listed on the EHC 

¶ interactions with others that supported learning 

¶ reasons for their selection of critical incidents 

¶ experiencing Mezirowôs different elements of transformation 

Video and audio 

recordings, 

transcribed and 

annotated 

Preliminary analysis of 

Context I interview 

September 2007-

January 2008 

Establish participant-specific questions for second context interview  

1.5-hour Context II 

interview 

September 2007-

January 2008 

Establish teachersô view of 

¶ improper characterization of events 

¶ the meaning of any disorienting dilemmas 

¶ the meaning of events identified by them as contributing to their 

understanding of variation 

Audio recorded 

and transcribed 
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Data Analysis to Address Research Question Two 

My analysis of teachersô documents and interviews to address the second research 

question, characterizing statistics teachersô perceptions and recollections of activities and actions 

that contributed to their understanding of variation, followed the detailed, systemic procedures 

recommended for analysis in phenomenological studies (Moustakas, 1994). Throughout the 

process, I attempted to put aside my preconceived notions about how individuals might come to 

understand variation, to the extent possible, so that I could envision the experiences of 

participants without bias, a process called bracketing (Moustakas, 1994; Stanage, 1987). One 

recommended bracketing method suggests that repeated reflection allows me to disconnect from 

my experiences (Moerer-Urdahl & Creswell, 2004) so that my experiences are no more or no less 

important than the experiences of others. Dialoguing with other statisticians and mathematics 

educators, including members of my thesis committee, provided further means to accomplish 

bracketing, as did conducting and analyzing the context interviews from the pre-pilot and pilot 

studies. 

Pre-Pilot and Pilot Study Analysis 

In addition to piloting the content interview process, my pre-pilot and pilot studies also 

focused on the viability of the instruments and context interview schedules in consideration of 

research question two. The same teachers agreed to participate in this second part of the pilot 

studies. The main purpose of the pre-pilot and pilot studies was to ensure that directions for 

completing the EHC and CI descriptions were clear and could elicit sufficient information to 
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allow in-depth conversation about learning experiences and allow the second research question to 

be answered.  

The pre-pilot and pilot Context I interviews were videorecorded, transcribed, and 

annotated prior to analysis, and the Context II interviews were audiorecorded and transcribed 

prior to analysis. Analysis consisted of matching passages of individualsô descriptions of 

perceived learning experiences to the elements of transformative learning listed in Table 4-5. 

 Elements of Perspective Transformation 

Critical 

Reflection 

Disorienting dilemma or sequence of transformed meaning schemes 

Self-examination, accompanied by emotions 

Critical assessment of assumptions related to epistemic, sociolinguistic, or 

psychological perspectives 

Rational 

Discourse 

Recognition that others have experienced similar discontent with their 

perspectives 

Exploring new roles, relationships and actions through engaging in rational 

discourse with othersðlearning in the communicative domain 

Action Planning a course of action 

Constructing the knowledge and skills needed to enact the planðlearning in 

the instrumental domain and possibly in the communicative domain 

Experimenting with new roles 

Building a sense of competence and self-confidence for new roles and 

relationships 

Reintegration into life based on the transformed perspective 

From the identified elements of transformative learning for each pilot-study teacher who 

exhibited robust understandings, I wrote a summary of characteristics of experiences that they 

perceived to be valuable for their learning. The intent was to describe a coherent and cohesive 

picture of the teacherôs learning. Interview transcripts and summaries for some teachers were 

discussed with another mathematics education researcher until agreement was reached on the 

viability of the instruments for providing sufficient evidence to respond to research question two. 

Table 4-5: Elements of Transformative Learning. 
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In-Depth Analysis of Data in Response to Research Question Two 

Subsequent to the completion of data collection, I examined teachersô context interviews 

and documents to find statements that provided information about experiences related to the 

development of a robust understanding of variation for those teachers identified as exhibiting 

reasoning consistent with robust understandings. This was accomplished by recording 

experiences the teachers identified as important for their development of understandings of 

variation, as well as their perceptions of characteristics that helped or hindered their development 

(Cuddapah, 2005). I sought evidence of elements related to transformative learning as well as 

evidence potentially refuting transformative learning. In particular, I sought evidence of events 

that triggered dilemmas, critical reflection, rational discourse with self or others, seeking 

additional knowledge related to statistics, experimenting with new roles, and changes in beliefs 

and assumptions related to the teaching and learning of statistics. Interview passages for each 

teacher were grouped in a table according to the elements of perspective transformation (Moerer-

Urdahl & Creswell, 2004; Moustakas, 1994), and a separate table was created for learning 

experiences that occurred prior to and learning experiences that occurred subsequent to triggers of 

transformational experiences.  

During the next phase of analysis, I organized statements from context interviews into 

themes and grouped them to produce a textual, or factual, description of the phenomenon for each 

teacher (Creswell, 1998; Moustakas, 1994) in relation to elements of transformative learning. For 

each element, I extracted the essence of the phenomenological experience by viewing the 

phenomenological descriptions from divergent perspectives, including some input from another 

mathematics educator, and continually reread the descriptions to gain further insight into 

teachersô experiences (Moustakas, 1994). Whereas textual descriptions of teachersô phenomena 

describe what their experiences were, the descriptions that result from this phase of analysis 
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describe how teachers experienced the phenomena. The resulting description, a structural 

description that explicates the essential structures of the phenomenon, was recorded for the 

experiences of each teacher and for the larger group of teachers (Moerer-Urdahl & Creswell, 

2004; Moustakas, 1994). 

The final stage of analysis involved integrating the textual descriptions of teachersô 

experiences into a composite textural description. To do so, I combined individual teachersô 

evidence related to each element of transformational learning into a larger table that contained 

evidence of each element for the larger group of teachers. For example, Table 4-6 contains a list 

of disorienting triggers for the group of teachers. Detailed descriptions of the types of triggers 

teacher experienced appear in Chapter 7.  

Triggers 

Whys behind hows and making connections between concrete and abstract and 

among concepts 

Listening to statisticiansô ñargumentsò 

Awareness of questions and knowledge limitations from various sources: (a) 

Conversations with colleagues and/or statisticians (b) Listening to conversations at 

AP Reading (c) Solving AP free-response questions 

Design and recognition of differences between mathematics and statistics 

Language discrepancies 

Subtleties 

Limitations of only introductory-level understanding of statistics 

Teaching AP Statistics; AP requirements 

Participating in activities such as those used with students in introductory courses 

Identification of commonalities was followed by integrating the structural descriptions of 

teachersô experiences into a composite structural description (Moustakas, 1994) to form a 

synthesis of these composite descriptions that characterize the overall essence of the experience 

of developing robust understandings of variation (Moerer-Urdahl & Creswell, 2004). This 

description appears at the end of Chapter 7. 

Table 4-6: Disorienting Triggers for Learning. 
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Concluding Comments 

As the preceding sections suggest, the 16 teachers who participated in this study formed a 

purposeful sample of secondary statistics teacherïleaders. To answer the first research question of 

what conceptions of statistical variation they exhibit, data collection and analysis used a protocol 

for conducting task-based interviews framed by the SOLO Model and for analyzing interview and 

artifact data with the constant comparative method. Chapter 5 details the answer that followed 

from implementing the processes outlined in this chapter. Through data analysis to answer the 

question of teachersô conceptions of statistical variation, an empirically derived framework 

consisting of indicators of robust understandings for statistical variation emerged. That 

framework is described in detail in Chapter 6. Learning experience data collected from the five 

teachers who exhibited reasoning consistent with robust understandings of variation were 

collected and analyzed following protocol for phenomenological studies. Chapter 7 details 

influential factors for learning that emerged from analysis in answer the second research question: 

ñFor those secondary AP Statistics leaders who exhibit robust understandings of variation, what 

are the activities and actions that contributed to their current understandings of variation as 

reflected in their perceptions and recollections of experiences?ò 
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Chapter 5 

 

Conceptions of Variation 

Three types of conceptions of statistical variation emerged from analysis of the content 

and context interviews with 16 teacher-leaders: Expected but Explainable and Controllable 

(EEC), Noise in Signal and Noise (NSN), and Expectation and Deviation from Expectation 

(EDE). Individuals with EEC conceptions see variation as something that needs to be controlled 

and explained and hence tend to focus their attention on issues of design. In contrast, individuals 

who harbor NSN conceptions see variation as something that needs to be explored, which 

manifests in strong consideration of variation during exploratory data analysis. Lastly, individuals 

who conceive of variation as EDE see variation as something that can be expected and modeled, 

and their reasoning about variation is typified by a focus on models, and in particular, models 

related to inference. As their different statistical foci of design, exploratory data analysis, and 

inference might suggest, individuals with different conceptions view variation from 

predominantly different perspectives. Specifically, the design, data-centric, and modeling 

perspectives are prevalent for individuals with EEC, NSN, and EDE conceptions, respectively. 

Discussion of the conceptions is organized around the design, data-centric, and modeling 

perspectives to allow focus on the most salient characteristics of each conception while providing 

a means to make comparisons across the conceptions. This chapter describes each conception in 

detail, associates teachers in the study with each conception and provides examples from 

interviews to support the existence and nature of each conception. The chapter concludes with a 

comparison of the key similarities and differences of the conceptions. 
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Conception: Expected but Explainable and Controllable (EEC) 

Individuals with EEC conceptions of variation see variation as not only omnipresent and 

unavoidable but also as explainable and controllable. Their sense of the omnipresence and 

unavoidability of variation leads them to expect variation in statistical settings, and their view of 

variation as controllable focuses on design strategies for both observational and experimental 

studies. Their view of variation as explainable aligns with their focus on context to identify 

factors that potentially contribute to variability in data and their attraction to designs that allow 

them to determine cause-and-effect relationships.  

Individualsô search for causes or explanations is a phenomenon witnessed by Reading 

and Shaughnessy (2004). They noticed that primary and secondary school students in their study 

provided explanations and causal reasons in their responses to sampling tasks even though 

students were not asked to consider causes. Their study suggests that a search for explanations 

may be fairly typical of children, intimating that EEC conceptions may emerge early and 

potentially develop into conceptions similar to that of Isaac and Haley, the two teachers in this 

study who clearly viewed variation as EEC. 

Throughout discussion of the EEC conception, I draw on examples from Haleyôs and 

Isaacôs Content interviews to illustrate facets of their conceptions. Haleyôs and Isaacôs general 

reactions to the interview tasks are strikingly similar but differ in terms of details. For example, 

they both consider multiple sources of variation when they design studies for the Handwriting 

Task, but the sources differ. Isaac mentions the quality of writing and scorer training as potential 

sources of variation, and Haley cites the reading level and subject matter of essays as potential 

contributors to variation. When Haley and Isaac reason similarly in response to a task, I describe 

the clearer and more succinct example. On several occasions, I note that neither Haley nor Isaac 

was prompted to address a particular aspect of design or analysis. My intention is not to imply 
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that they were prompted in other cases but to draw a comparison with a number of other teachers 

who addressed the same issue only after they were asked to do so. Instances in which any teacher 

received prompting will be noted as such.  

EEC and the Design Perspective 

Isaacôs and Haleyôs view of variation as EEC seems to lie at the heart of their privileging 

of the design perspective and their desire to know as much as possible about context. Statisticians 

note that obtaining background knowledge about context is a critical component of statistical 

problem solving (Pfannkuch, 1997; Pfannkuch & Wild, 2000). Whereas some preliminary 

research suggests that some teachers view considering sources of variation as one of the primary 

statistical areas in which they need support for teaching (Arnold, 2008), Isaac and Haley are 

extremely adept at using contextual information to consider a variety of variables that may 

confound their results. Their EEC conceptions also may be the source of their criticisms of 

studies whose designers do not anticipate the general presence of variation, do not consider 

potential sources of variation, or do not design studies with explanation and control in mind.  

Expected  

Individuals with EEC conceptions attend to context through anticipation. Their 

expectation of variation is most noticeable when they design studies or examine studies 

conducted by others. For example, when Haley first reacts to the Handwriting Task, she suggests 

designing a study that uses essays written on a reading level known to be understandable by most 

adults.  

Well, I would take, um, I would take something typed from USA Today because I 

know thatôs a sixth grade reading level. And I know most adults could 
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comprehend a sixth grade reading level. And I would make sure that the adults at 

least could read a sixth grade reading level. (Haley, Content, Lines 1916-1924) 

Haleyôs inclination to ñmake sureò adults can read the essays suggests that she anticipates reading 

levels could contribute variation to the resulting scores if left unchecked. Haleyôs expectation of 

variation presumably leads her to devise a strategy that may reduce variation from reading 

levelsðthat of selecting readings on a sixth grade levelðresulting in a treatment that allows her 

to study the variable of interest while reducing the potential for large errors from scorersô reading 

levels. As someone who expects variation, Haley focuses on identifying potential sources of 

variation for a given context and ways to reduce the effects of the sources she identifies.  

For individuals with EEC conceptions, their expectations for variation couple with their 

affinities for explanation and for control. They use context to identify potential sources of 

variation and use knowledge related to those sources to select and implement design strategies 

that allow them to explain as much variation in data as possible and to control variation. The 

effects of Haleyôs and Isaacôs expectations of variation will be considered further in concert with 

their reasoning about variation in terms of explanation and control. 

Explainable 

Someone with a view of variation as explainable relies heavily on context to consider 

factors that may explain variability in data for the variable or variables of interest in a statistical 

study. That person attends to context before conducting any type of formal or informal data 

analysis. Consider Isaacôs initial reaction to the Caliper Task. When he sees the scatterplot with 

axes labeled x and y, he does not outwardly attend to the pattern of variability in the seven plotted 

points. Instead, he seeks information about context to consider whether there is a known 

relationship or pattern between contextualized variables in the studentôs science lab. He notes, 
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ñthe student asks you how they might use this graph to predict a value for yé Whew. Well, did ï 

Iôm ï I think my first question of one of my students would be, um, the nature of the dataò (Isaac 

Content, Lines 1298-1302). The intent of Isaacôs request for the ñnature of the dataò may not be 

clear at first. He later offers situations for which he knows the ñnature of the dataò, and he 

describes how that expectation affects the way he looks at data and the models he considers to fit 

the data. One example is found in his descriptions of a relationship between test anxiety and 

student achievement. 

Uh, if I knew what the data were, Iôd want a model that was consistent with the 

current scientific understanding of the relations between the two variableséUm, 

if this were say, uh student achievement as a function of background anxiety ï 

test anxietyéit makes sense that, um, a student has to have a certain amount of 

anxiety just to even take the test, but after, after some point that anxiety becomes 

debilitating and so hmm, in that case maybe a quadratic model makes sense. 

(Isaac, Content, Lines 1337-1370) 

Isaac also offers a setting from which he might expect the data to exhibit an exponential pattern. 

For that setting, he suggests that the two rightmost points would have to be ñerrors.ò Considering 

Isaacôs initial comments along with his later comments, it seems that Isaac wants to know more 

about context to gain a sense of expectation for a pattern of variability and to explain variation in 

the response variable based on a known theoretical relationship between variables. He offers 

examples of different relationships and the corresponding models for those relationships. He uses 

the models to explain variability in values for the response variable, thereby reducing the amount 

of unexplained variability. For Isaac and others with EEC conceptions, considerations of 

contextual factors are necessary precursors to using statistical methods of analysis.  

Individuals with EEC conceptions seem to attribute value to patterns and relationships in 

data only if they are plausible within the context of the dataðdeliberations that are characteristic 

of statistical thinking (Cobb & Moore, 1997). Results that stem solely from the application of 

statistical procedures seem to have little meaning for them. Indicative of this stance is Isaacôs 

reaction to the Caliper Task. In addition to desiring contextual information to consider possible 



132 

 

data patterns, Isaac provides evidence that he would like contextual information when asked to 

make a meaningful prediction for y when x is four. 

Well, what you might do is assume an underlying linear relationship. Get a 

regression line and predict that way é What you might do is assume an 

underlying quadratic relation é And so, it seems to me, what I would ï if their 

question is how might you use this graph, well hereôs a bunch of alternatives. If 

the question is how might you validly do this, then I think Iôd want a little bit 

more information than whatôs here. (Isaac, Content, Lines 1311-1326) 

Isaac does not make a prediction based strictly on a model that ñbestò fits the data; he seems to 

prefer combining contextual considerations with statistical procedures to help the student make a 

prediction. Although his language suggests that he can model the data to explain variation in the 

response variable, Isaac suggests that using context during model selection allows conclusions to 

be ñvalid.ò Individuals with EEC conceptions espouse Moore and Cobbôs observation that 

ñcontext provides meaningò in data analysis (Moore & Cobb, 2000, p. 615).  

Context also allows for considerations of variation beyond association or theoretical 

relationships among variables towards a search for explanations or causes behind unusual 

variation in data. Haley suggests that a search for causes is normal, noting, ñI think thatôs just part 

of human natureé is naturally to question variation. To think for a reasonò (Haley, Content, 

Lines 2127-2129). Both Haley and Isaac seem to seek causal relationships even when analyzing 

data from non-experimental studies. For example, after Isaac is given centimeters and inches as 

the names of the variables for x and y, respectively, in the Caliper Task, he seeks to explain why 

the two rightmost points vary from the theoretically increasing and linear relationship between 

centimeters and inches. He notes the following. 

My suspicion would be that somehow or other when you get to that level of 

measurement, uh, maybe theyôve gone beyond what the caliper was designed for. 

Maybe the studentôs hand is too small or something, uh, makes it perhaps 

problematic to accurately measure above two point five. (Isaac, Content, Lines 

1479-1484)  
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Isaacôs explanation resides in the tool used to measure objects of varying lengths. Haley attributes 

the error in the rightmost point not to the physical apparatus as Isaac does but to student error, 

immediately reacting to the variable names with ñsomebody made a little flaw here. [Haley points 

to the rightmost point.] I would thinkò (Haley, Content, Lines 1686-1687). Both teachers identify 

contextual factors that could feasibly contribute variation to the measurements displayed in the 

scatterplot, and both suggest a causal relationship for their identified factors. Moreover, they each 

present a conjecture to explain the deviation of the rightmost points. 

A view of variation as explainable also may be at the heart of privileging experiments 

over observational studies. A fundamental advantage of experiments is the capacity to establish 

cause-and-effect relationships, which provides a stronger explanation than is possible from 

association alone. Haley, in particular, has a strong affinity for experimental design. Although the 

Consultant Task presents data from an observational study, Haley seems to be dissatisfied with 

the limited conclusions that she can draw. After she reads the task statement, she observes, ñI 

donôt understand, if you do a difference of two means, whatôs that going to prove?ò (Haley, 

Content, Lines 44-46). Haley seems to expect the administrators to want more information than a 

comparison of means will allowðshe may be looking for a potential cause for improved scores 

or alternatively for a potential cause for changes in scores. Specifically, she notes the 

administratorsô stated goal of improved scores, and she suggests that their design will yield little 

information towards achieving their goal. 

They wantðwhatðwhat is their goalétheyôre trying to get to improve studentsô 

test scores on the state assessmentéThe consultantsô contractðsee Iôm not quite 

sure how thatôs going to improve, how thatôs going to show improvement. 

Thereôs no treatment there. (Haley, Content, Lines 58-69) 

Haley notes that the administrators have not designed an experimentðno treatment exists for 

determining how to improve scores. Comparing average scores for consultants seems to make 

little sense to Haley if the ultimate goal is to improve scores. She seems to struggle with the 
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administratorsô use of an observational study that from the task description appears to provide no 

explanatory power for how to improve scores. She spends a considerable amount of time 

questioning their methods before she addresses the question posed in the Consultant Task 

statement. Even after she focuses on analyzing the collected data, she remains critical of the 

design. Haleyôs analysis of the methods employed by others and consideration of alternative 

designs that achieve greater explanatory power are hallmark characteristics of those with EEC 

conceptions.  

The search for both causal and associational relationships and explanations is not unique 

to those with EEC conceptions of variation. Some statisticians even suggest that statistics 

education should focus on the search for causes and emphasize how statistics can aid in the 

pursuit of causes (Wild & Pfannkuch, 1999). What seems to separate Haley and Isaac as teachers 

with EEC conceptions of variation from other teachers in this study is the extent to which they 

search for explanations, particularly causal explanations, and the extent to which they focus on 

context and issues of design. Closely tied to their selection of design strategies is their utilization 

of methods that control variation in variables of interest. 

Controllable 

A second characteristic theme in the statistical reasoning of teachers with EEC 

conceptions of variation is control of variation through design. For example, Haley and Isaac seek 

to control variation (or to evaluate the extent to which designers of studies with published results 

controlled variation) and to seek potential explanations for uncontrolled variation. They design 

experiments to determine the significance of induced, systematic variation in response values in 

comparison with naturally expected random variation. They use design strategies such as 

blocking to combat the effects of variables that are likely to contribute variation to the response 
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variable(s) but are not particularly of interest to the study. Haleyôs (and Isaacôs) design for the 

Handwriting Task incorporates blocking as one method to control variation. She suggests using 

essays with varied subject matter based on her expectation that subject matter makes a 

ñdifferenceò in scoring.  

Then I would take a, a story ðIôd take a sports, Iôd take something about 

fashion, something about newsé Block design for sports, block design for 

fashion, block designéThe block would, um, hopefully minimize the variation 

because I really thinkðI honestly think sports, fashion, and newsðI really think 

thereôs a difference...So the variation between this, somebody might score 

fashion a lot higher than they do sports because they hate sports. (Haley, Content, 

Lines 1924-2056) 

Based on her belief that adults may score essays according to personal interest, Haley suggests 

blocking by subject matter to control variation in scores assigned by the adults. Unlike many of 

the other teachers in this study (but not unlike Isaac), Haley suggests blocking without prompting 

from the interviewer. Haleyôs efforts to control variation from sources that might interfere with 

her ability to address the Handwriting Task are closely tied to her expectations. For her, 

expectation and control are intimately related. Her use of context to identify potential sources of 

variation that then can be controlled typifies the reasoning of individuals with EEC conceptions 

of variation.  

Given EEC conceptions, strategies to control variation are not limited to experimental 

design. Haley and Isaac also recommend control strategies for observational studies, including the 

observational study analog to blocking in experimental design: stratified sampling. For example, 

when Isaac is asked how he would design the study described in the Consultant Task, he 

considers selecting a stratified sample in order to sample exams over the entire interval of scores 

from 0 to 15. He notes that one advantage of a stratified random sample over a simple random 

sample is precisely this dispersed effect. Using a stratified sample, he controls variation by 

imposing greater variation on each set of exams but (presumably) reduces variation overall by 

considering each stratum separately. Isaac even states that his goal is control: ñIf I could get a 
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stratified sample, then I could in a sense control that [sample] distributionò (Isaac, Content, Lines 

287-288). As these examples suggest, Haley and Isaac use design strategies for experiments and 

observational studies for the purposes of controlling variation. Their strategies for controlling 

variation align with the designs they suggest based on their expectations and their attempts to find 

explanations. 

Haleyôs and Isaacôs desires to control variation in data and to explain as much variation 

in data as possible, characteristic of EEC conceptions of variation, may elucidate their dismay 

with less-than-ideal designs employed by others. In particular, they look for designs that are 

appropriate for the research and statistical questions under consideration. For example, when 

Isaac first reads the Consultant Task, he believes that the administrators are ñlooking for the 

reliability of the, uh, the interrater reliabilityò (Isaac, Content, Line 32-33), which he seems to 

associate with correlation, between the consultants. He suggests there is a mismatch between the 

administratorsô professed goals and their design when he says, ñI donôt see how theyôre going to 

get that from looking at two independent samplesò (Isaac, Content, Lines 33-34). Isaac suggests 

that a more informative approach would be to examine consultantsô scores for the exact same 

sample of exams. He proposes considering the strength of the association between the two 

consultantsô scores, noting that he would be looking for ñsome indication of a strong association 

between the scoresò (Isaac, Content, Lines 37-38). By focusing on interrater reliability, he in a 

sense controls the natural variation in scores that can be expected on assessments taken by 

multiple students and focuses his attention on the variation in scores due to consultantsô scoring. 

Isaacôs approach would provide information about how the scores differ rather than simply if they 

differ by calculating a measure that reveals the consistency of agreement between consultants.  

When Haley is asked how she might use the data from the two samples, she proposes a 

design somewhat similar to the paired approach of Isaac. Because she reasons about scores from 

two independent samples, though, she does not suggest comparing the two sets of consultantsô 



137 

 

scores. Instead, she suggests comparing consultantsô scores against some known standard by 

analyzing the same studentsô results from a previously administered standardized exam to 

determine whether distributional characteristics are similar between the consultantsô scores and 

the standardized scores. Haley controls variation in the data she uses for comparison by removing 

the variation in scores that could be expected regardless of scorer (i.e., studentsô standardized 

scores). This allows focus to remain on the variation in scores contributed by consultants. Like 

Isaac, Haley suggests a design method that provides information beyond whether there was a 

difference in means or a mean difference for the consultantsô scores. Characteristic of their EEC 

conceptions, they incorporate design strategies to control variation for greater explanatory power 

from data. 

Although individuals with EEC conceptions show some creativity and ingenuity in 

implementing strategies to control variation, they also employ relatively common strategies of 

control, including strategies for randomization and sample size. For example, Isaac suggests 

incorporating random assignment into his design for the Handwriting Task. He notes that: ñIôm 

really, um, bringing any difference betweené these into a probabilistic model as, as opposed to 

depending on me making the judgmentò (Isaac, Content, Lines 1892-1898). Isaac recognizes 

random assignment as a method to control variation by theoretically distributing variation from 

uncontrolled sources equally among treatment groups, clarity largely unseen in a study by Derry, 

Levin, Osana, Jones, and Peterson (2000). He mentions that without randomization, he might 

believe that he creates equal groups, but there might be some underlying cause that creates bias in 

the way he selects groups. Isaac also mentions the advantage of increased sample size in relation 

to the reduced variability in sampling distributions, as does Haley. Their recognition of the effects 

of sample size stands in contrast to a common misconception that sample size is irrelevant 

(Fischbein & Schnarch, 1997).  
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Summary of Design Perspective and EEC Conceptions 

Individuals with EEC conceptions exhibit telltale signs of their conceptions in their 

reasoning, including explicit and thorough consideration of contextual factors that might be 

sources of variationða key consideration that some would argue distinguishes statistics from 

mathematics (e.g., Cobb & Moore, 1997). They seek to collect data in ways that allow them to 

discover patterns and relationships in data, with a preference for establishing cause-and-effect 

relationships. They use their knowledge of context to implement design techniques that allow 

them to control and to explain variation to yield meaningful results. Finally, yet importantly, they 

tend to do each of these things naturally and without prompting. These signs of an EEC 

conception of variation align with factors seen as necessary for understanding variation: 

recognizing the omnipresence of variability, considering potential sources of variation and 

distinctions among the types of variation, explaining variation based on context and current 

knowledge of sources of variation, and considering unexplained variation (Pfannkuch, 1997). No 

single factor or combination of factors appears to be exclusive to those with EEC conceptions, but 

the totality of and tightly interwoven nature of reasoning about design issues is unique to those 

with EEC conceptions of variation.  

EEC and the Data-Centric Perspective 

When individuals with EEC conceptions reason from the data-centric perspective, they 

tend to view data through a lens of expectationðan expectation that if they properly control and 

explain variation, what remains will be random variation. In the absence of apparent random 

variability, they seek explanations for aberrations. As a result, when they reason from the data-

centric perspective, their reasoning often contains elements reminiscent of reasoning from the 
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design perspective. In working with data, they gather information about variation by exploring 

data through graphical representations and measurements, and they compare the characteristics 

and relationships they see in data with their expectation of randomness.  

In bivariate settings, individualsô EEC conceptions become visible in their expectation for 

patterns of random variability for data in the form of residuals. After they fit a model to data, they 

expect the resulting residual plot to display a random scattering of points. For example, Isaac 

suggests having consultants score the same 50 exams as he reasons about the Consultant Task. He 

notes that he would expect a strong association between scores and also notes that ñwhat I 

basically want is, uh, a high interrater correlation with a small confidence interval around ité in 

my dream world, I could get reliabilities in excess of point sevenò (Isaac, Content, Lines 336-

343). Isaac mentions that he would like to see a tight confidence interval around a high 

correlation coefficient value, suggesting that the data would be tightly grouped about a linear 

pattern. Isaac expects to explain most of the variation in consultantsô scores with the linear 

relationship, and he presumably expects the remaining unexplained variation to be revealed in 

random patterns. In contrast with Isaac, Haley is more explicit in her articulation of an 

expectation for random variability in residual plots. In describing her expectation, she notes, ñif 

your residual plot shows a patterné like say it goes in a pattern like this. [Haley draws a residual 

plot. See Figure 5-1.] Some kind of pattern. Then these distances [residuals] are not randomò 

(Haley, Content, Lines 1614-1618). Haley associates the pattern in her residual plot with a model 

that does not provide a good fit to data, which suggests to her that variation has not been 

adequately explained. Characteristic of their EEC conceptions, Haleyôs and Isaacôs reasoning 

about data from the data-centric perspective reveals considerations consistent with their views of 

variation as explainable and controllable. 
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Individuals with EEC conceptions also consider random variability in bivariate settings 

through their considerations of outlying values. As noted previously, Isaac reacts to being given 

centimeters and inches as the names of the variables for x and y in the Caliper Task by focusing 

on the rightmost two points and seemingly treating the points as outliers. 

So these ought to line up straight. Uh, if we look at these first, uh, n minus 2 

points as kind of representative [Isaac traces a path back and forth over the first 

five points in the scatterplot.], then weôre left to worry about well what the heck 

is going on here at the end? [Isaac points back and forth between the two 

rightmost points in the scatterplot.] (Isaac, Content, Lines 1473-1479) 

Isaac evaluates the scatterplot with labeled axes by noting the representative pattern in the 

leftmost five points. He reacts to the rightmost two points by searching for an explanation for 

why the points are not representative of the known relationship, suggesting that he considers the 

variation in the rightmost points to be more than random variation. Haley also seeks an 

explanation for the unrepresentative nature of the data pattern. Unlike Isaac, she focuses only on 

the rightmost point. She ponders reasons behind why the rightmost point differs considerably 

from what the theoretical relationship would predict, wondering, ñhow we got one point oh, 

instead of one point three seven, unless he was just roundingò (Haley, Content, Lines 1735-1736). 

Like Isaac, she seems to be concerned about magnitude of the residual and immediately tries to 

find an explanation for why the rightmost value varies so far from the theoretical value. Neither 

Haley nor Isaac comment on the deviation of the leftmost five points from their theoretical 

values, suggesting that both can tolerate random variability. When the magnitude of the residual 

 

Figure 5-1: Haleyôs Sketch of a Nonrandom Residual Plot.  
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reaches a certain level, however, they seek explanations for variation that is greater than what 

chance would suggest. 

In univariate settings, an expectation of random variability appears in recognition of 

reasonable variation in data and explanations for outlying values and extreme measures. For 

example, after Isaac looks at the sheet upon which the means and standard deviations for 

consultantsô scores are written, he immediately reacts to the standard deviation value of 20. 

Isaac: Okay, so Iôve got, um, letôs see. [Isaac picks up the task sheet, and he 

reacts to something while looking at the sheet.] 

R: Okay, I just saw your eyes get ï 

Isaac: Twenty? 

R: Really big. 

Isaac: Uh, huh, huh, huh. [Isaac laughs.] (Isaac, Content, Lines 451-456) 

Isaacôs reaction to the standard deviation value of 20 suggests there is a limit to how much 

variation he expects in this context. He begins to ponder conditions that would produce a standard 

deviation of that magnitude.  

Isaac: The, theðit would seem to me clear that the, that the difference in 

variances in these two samples arenôt occurringðthis isnôt occurring by 

chance alone. Thereôs something else operating here. Um, a standard 

deviation of 20 in a scale from 0 to 16. I thinkðwow. How would you 

get a standard deviation that big? 

é 

R: So how could you explain that? 

Isaac: [Pause 5 seconds.] The explanation that leaps to mind is that somebodyôs 

just flipping a coin here. It could be a misðit could be a misscoring. I 

mean, something like that can happen. Um, so maybe that would be my ï 

Iôd say look, letôs go back and see the original data. This just really looks 

fishy. (Isaac, Content, Lines 478-498) 

Shortly after he notices the value of the standard deviation for the second consultantôs scores, he 

questions how that standard deviation might be obtained. Although Isaac suggests possible 

explanations at the prompting of the researcher, it appears that he had begun to consider 

explanations prior to the prompt. Isaac mentions that the difference between the standard 

deviations does not appear to occur by chanceðthe value is larger than what he would expect 

from random variation given the restrictions that exist in this context. He appears to immediately 
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look for an explanation or cause for the unusual measure. He suggests that the value is suspicious, 

and his quest for explaining the variation seems to lead to his request for the actual data. 

Characteristic of EEC conceptions, even though Isaac is not reasoning about design but reasoning 

about data and characteristics of data, his reasoning remains consistent with a view of variation as 

expected but explainable and controllable. 

Although the main examples presented in this section come from Isaacôs interviews, the 

lesser focus on examples from Haley is not intended to suggest that Haleyôs reasoning from the 

data-centric perspective is less consistent with an EEC conception. Haley also expects random 

variability, and she suggests contextual explanations for the descriptions, patterns, and 

relationships she sees in data during exploratory data analysis. True of both Haley and Isaac is an 

expectation for patterns of random variability and a desire to explain apparent nonrandom 

patterns and unusual data values when they reason about data. 

EEC and the Modeling Perspective 

When individuals with EEC conceptions reason about variation from the modeling 

perspective, they tend to view models through a relationship lens. They use models to capture 

relationships among data or among variables and evaluate models according to the extent to 

which the models capture relationships. They also use models to determine or confirm the 

strength or significance of the relationships among data or among variables.  

Individuals with EEC conceptions of variation seek to fit models to data with a goal of 

explaining variation by capturing the nature of the relationships seen in the data and doing so in 

ways consistent with any theoretical relationships that exist within a particular context. For 

example, lack of context prevented Isaac from fitting a model to the seven points in the Caliper 

Task. Even after he is told the context, he does not model the data based strictly on the known 
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theoretical relationship between centimeters and inches. Although he may consider using the 

theoretical relationship to model the data or a line that ñbestò fits the seven data points, Isaac 

verbalizes an alternative model he would use to fit the data. 

I would probably say okay, hereôs what you do. Donôt tell your stat teacher, but 

toss these out. [Isaac covers up the two rightmost values in the scatterplot. See 

Figure 5-1.]é And then phew, fit that. [Isaac quickly traces a linear path over 

the first five points. A segment has been superimposed in Figure 5-2 to illustrate 

the path.] And use that for a prediction. (Isaac, Content, Lines 1487-1494) 

Isaac notes that the data should be linear, and supposing that the five leftmost points form a 

representative sample, he recommends fitting a linear model to those points and using that model 

to make a prediction. Presumably, Isaac combines his consideration of context with his 

observations of the data to model the data in a way that allows the student to make a meaningful 

prediction. Consistent with her view of variation as EEC, Haley offers a solution that is nearly 

equivalent to Isaacôs. Because Haley focused on the rightmost point only, her recommendation is 

to ignore the rightmost point and fit a linear model to the remaining six points. Both Haley and 

Isaac fit a model to the data that captures the nature of the relationship among the points they use 

and that is consistent with the theoretical relationship between the variables.  

Regardless of whether they have EEC conceptions of variation, data analysts should 

consider context when fitting models to data. What seems to be different for Haley and Isaac as 

teachers with EEC conceptions is the extent to which context influences their decisions. Like 

 

 

Figure 5-2: Isaacôs Recommendation for the Student.  
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others, Isaac suggests the best-fitting line for the full scatterplot of data for the Caliper Task 

would be one that passes through the approximate midrange for each vertical grouping of points. 

He posits that the patterns of variability in the residuals for vertical groupings would be 

approximately normally distributed. Where he differs from others
13

 is in his reaction to whether it 

would be possible to have a different line as the line of best fitða line parallel to, but below, the 

line he indicated. (See Figure 5-3.) 

Isaac: I suppose it could, if youðI mean youôd have to haveðyouôd have to 

have pretty seriously skewed errors. [Isaac draws a curve by the leftmost 

vertical grouping of points. See Figure 5-3.] 

R: Okay. And why do you say that? 

Isaac: Well, Iôm thinking that when I do a regression, essentially what Iôm 

doing is coming up with a model for the means at the different levels. 

And if Iôm going to have a regression line go through there [Isaac points 

to a value near the intersection of the newly drawn line and the leftmost 

vertical grouping of points.], then the means are going to be closer over 

here [Isaac points to a value near the bottom of the leftmost vertical 

grouping of points.], which would suggest to me that those are skewed. 

IômðIôm having a devil of a time trying to figure out how you would get 

skewed errors, though. (Isaac, Content, Lines 1616-1631) 

Although Isaac describes how data would need to be distributed for the alternative model to be 

the ñbestò, he seems to hesitate in embracing the alternative model as a viable alternative. 

Because he later attributes error to the measurement context, noting, ñthere shouldnôt be any 

factors other than, um, measurement error that would account for the y valueò (Isaac, Content, 

Lines 1735-1737), it seems reasonable to believe that he is considering context when he reasons 

between best-fitting lines and struggles to explain how the (measurement) errors could be 

skewed. His reaction was unlike that of any other teacher in the study and suggests his desire to 

have context-based explanations for the variation he sees in data.  

                                                      
13

 Due to the length of time Haley spent on the Consultant Task and the time limitations of the interview, 

she was not asked any questions about the full scatterplot of points for the Caliper Task nor was the graph 

ever shown to her. 
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Summary 

The preceding examples illustrate how conceptions of variation as expected but 

explainable and controllable influence Haleyôs and Isaacôs reasoning not only from the design 

perspective but also from the data-centric and modeling perspectives. Although they reason from 

the three perspectives, their focus on reasoning from the design perspective reveals identifiable 

and consistent differences in the way they view variation from the views of others. They view 

design through dual lenses of explanation and control. Their affinity for explanation becomes 

evident through their privileging of experimental studies to determine cause-and-effect 

relationships. They view models through a relationship lens, hoping to determine or confirm the 

strength or significance of relationships among data and variables. They view data through a lens 

of expectation, expecting that if their models fit data well, what remains is data that exhibits 

patterns of random variability. They view the purpose of data exploration as gathering 

information about variation to explore and compare data characteristics and relationships. 

 

Figure 5-3: Scatterplot With the Lines of Best Fit Suggested by Isaac and by the Researcher. 
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Conception: Noise in Signal and Noise (NSN) 

At the heart of Noise in Signal and Noise (NSN) conceptions of variation is a view of 

summary measures, data patterns, and relationships among variables as signals that are sometimes 

lost within noisy data. As the two teachers in this study with NSN conceptions of variation, 

Everett and Cheyenne see variation as the noise in data for data that does not precisely match 

underlying parameters, patterns, and relationships and thus interferes with identifying signals. 

Their view of variation as noise focuses their attention on exploring data; their quest to find 

patterns and relationships focuses their attention on aggregate features of data distributions while 

simultaneously considering individual datum that do not clearly fit the patterns and relationships. 

Their focus on individual and aggregate features of data is indicative of sophisticated reasoning 

about data and distribution (Hancock, Kaput, & Goldsmith, 1992; Konold & Higgins, 2002). 

Their view of variation and ñthe examination of data for interesting patterns and striking 

deviations from thoseò (Moore, 1997, pp. 3-4) aligns well with what Moore (1997) considers to 

be a major focus of contemporary statistics. Throughout discussion of the NSN conception, I 

draw on examples from Cheyenneôs and Everettôs Content interviews to illustrate facets of their 

conceptions, selecting the clearer and more succinct examples for description.  

Everettôs and Cheyenneôs views of variation as noise are consistent with the idea of noise 

implicit in mathematics and statistics educatorsô descriptions of data as noise and signal. Konold 

and Pollatsek (2002) describe one interpretation of average as signal in noise and associate 

measures of center, including mean and median, with signal. It follows that measures of variation 

such as standard deviation and interquartile range describe the noise in data, and a data 

distribution becomes a ñódistribution aroundô a signalò (Konold & Pollatsek, 2002, p. 262). Wild 

and Pfannkuch (1999) apply the notion of data as signal and noise more broadly than Konold and 

Pollatsek and describe statistics as existing to isolate and model signals in the presence of noise. 
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They note that making sense of statistical data ñbegins by trying to find patterns in the dataò (p. 

240). This search for patterns and relationships using summary measures and data representations 

during exploratory data analysis is of utmost importance to Everett and Cheyenne. As a focus on 

data might suggest, the data-centric perspective is prominent in their reasoning about variation. 

NSN and the Data-Centric Perspective 

Both Everett and Cheyenne are adept in reasoning about variation from the data-centric 

perspective. When they explore data, they view data through the lens of distribution (Wild, 2005), 

viewing data without regard for individual case information beyond the values for the variable(s) 

under study. Everett and Cheyenne employ what Bakker and Gravemeijer (2004) describe as an 

upward and downward view of data and distribution. Through an upward view of data, Everett 

and Cheyenne see a data set as a frequency distributionða pointwise collection of individual 

values from which they can calculate summary measures (Bakker & Gravemeijer, 2004). 

Through downward views of data, they see an idealized distribution that they can characterize 

with aggregate features such as shape, center, and spread (Bakker & Gravemeijer, 2004). When 

they reason about patterns and trends using aggregate views and reason about individual cases 

such as outliers from pointwise views, they engage in what has been called distributional 

reasoning (Ben-Zvi, Gil, & Apel, 2007). When Everett and Cheyenne look at data, they see both 

the idiomatic trees and the forest with their pointwise and aggregate views, respectively. 

Noise With Measure of Center as Signal  

Individuals with NSN conceptions of variation see exploration of data as a necessary 

precursor to employing inferential methods. They explore data to identify potential signals and to 
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gauge the magnitude of noise in data before attempting to establish the significance (or not) of 

signals. In response to reading the Consultant Task, Cheyenne and Everett both acknowledge the 

insufficiency of making decisions from average scores alone. Cheyenne states that: 

I would have liked to have taken a look at, um, I guess Iôm a graphical person. I 

like to see the, the spread of the distribution to see what it is. Just looking at the 

means without knowing anything else about the distribution isnôt gonna help an 

awful lot in making the decision. (Cheyenne, Content, Lines 61-65)  

Through stating a need to see the ñspread of the distribution,ò Cheyenne indicates that she needs 

to see the ñdistribution aroundò (Konold & Pollatsek, 2002) a signal in order to compare 

distributions by ñreading between the dataò (Curcio, 1987). Everett also notes that he would 

ñneed to know about the distribution of scoresò (Everett, Content, Line 105). Both Cheyenne and 

Everett mention that a difference of 0.6 does not seem to be indicative of a problem; without 

additional information, they would be loath to state that any difference exists. What distinguishes 

Everettôs and Cheyenneôs reasoning is their request for information about the distributions rather 

than information about specific characteristics of the distributions, namely values for measures of 

variation in general or standard deviations in particular.  

Everett and Cheyenne choose not to reason about data from summary measures alone. 

Rather, they seem to use summary measures to obtain an aggregate view of data, and they use the 

actual data values in the form of tables, dotplots, or stemplots to view data pointwise. Cheyenneôs 

allusion to her graphical disposition and her presumed request for a graph to see the ñspread of 

the distributionò suggests a desire to gain a pointwise and aggregate view of the consultantsô data. 

Cheyenneôs desire becomes clear when she is given values for the standard deviations in addition 

to the means. 

They [the administrators] wouldnôt have done anything like five number 

summaries or graphical displays or anything like that? Because, again here 

whatôs missing isðthis could be as simple as one huge score. [Cheyenne points 

to the values of the standard deviations.] (Cheyenne, Content, Lines 180-184) 
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Cheyenneôs reaction suggests that she cannot get a clear image of a distribution from only the 

mean and the standard deviation. Her desire to examine multiple representations reveals evidence 

of transnumeration: a fundamental element of statistical thinking in which the thinker represents 

data in numerous forms to develop a better understanding of the system in which the data is 

embedded (Wild & Pfannkuch, 1999).  

Cheyenneôs reactions also present evidence of a desire to engage in reasoning 

characteristic of distributional reasoning (Ben-Zvi, Gil, & Apel, 2007; Reading & Shaughnessy, 

2004; Shaughnessy, Ciancetta, and Canada, 2004). In particular, Cheyenne struggles with 

Consultant Twoôs standard deviation of 20, noting, ñthereôs something strange going on there. I 

canôt visualize that distributionò (Cheyenne, Content, Lines 204-205). Using pointwise logic, she 

suggests that the large standard deviation value could result from one outlier. She struggles to 

visualize a distribution with the noted aggregate features, suggesting that an outlying value might 

contribute so much noise that the summary measure of the mean produces a signal too weak to 

characterize the entire distribution of scores adequately.  

Like Cheyenne, Everett fluently reasons about data using a lens of distribution. At times 

he combines aspects of reasoning from the data-centric perspective with reasoning from the 

modeling perspective. If he reasons about data as an aggregate collection that approximates a 

typical distribution pattern and uses known properties of the distribution to reason about the data, 

he is simultaneously reasoning from both perspectives. When Everett is given the standard 

deviations for the consultantsô scores, he reacts to the large standard deviation for Consultant 

Twoôs scores, noting that ñif itôs out of 15 points, that seems unrealistic for a standard deviationò 

(Everett, Content, Lines 187-188). Unlike Cheyenneôs initial reaction but similar to her later 

reasoning, Everett identifies a problem with the standard deviation when he focuses on aggregate 

features of the distribution. He notes that his ñexperience with test scores, is that they tend to be 

reasonably normally distributedò (Everett, Content, Lines 191-192). As a result, he suggests that a 
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standard deviation of 20 with a mean of 10 ñwould indicate that scores could go from negative 10 

to 30, which is way out of the range of 0 to 15ò (Everett, Content, Lines 198-200). He indicates 

that Consultant Twoôs data do not produce the data pattern, or signal, one typically finds with test 

scores. There is too much noise for the data to be normally distributed. To justify his conclusion, 

he uses the interval bounded by one standard deviation above the mean and one standard 

deviation below the mean to argue against a normal pattern for the data. He later indicates his 

belief that the standard deviation of 20 is not possible for data on an interval from zero to 15. His 

aggregate view of the data (and the model he would normally associate with test scores) proves 

insufficient for adequately describing the data, and he asks to see either a stemplot or dotplot of 

the data, pointwise representations, so that he can identify any aberrations that exist in the data. 

He moves away from an aggregate view in favor of a pointwise view to explore the data further. 

Everett and Cheyenne both provide evidence of considering pointwise and aggregate views of 

data and of variation and offer no conclusions based on the conflicting messages they get when 

they compare their images to the summary values provided. Their flexible and seemingly 

effortless movement between viewing data pointwise and viewing data as an aggregate collection, 

which provides evidence of what some would term ñexpertò distributional reasoning (Bakker & 

Gravemeijer, 2004), typifies the data-centric reasoning about variation and patterns of variability 

for those who have NSN conceptions of variation.  

Everett is particularly adept at simultaneously combining procedural and conceptual 

aspects of center and variation, or signal and noise, and combining pointwise and aggregate views 

to reason about data. Everettôs reasoning through the Consultant Task highlights his fluency in 

reasoning from the data-centric perspective and his ability to draw on knowledge of procedures 

and conceptual properties to argue for the value that resulted from a data-entry error. Initially 

Everett estimates the missing score for Consultant Two by considering the signalðusing 

calculations and properties for the mean. Everett is asked to address whether the standard 
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deviation value of 20 could result from entering a large score for Consultant Two. Everett uses 

his description of a ñcasual understandingò (Everett, Content, Line 552) of standard deviation as 

the average deviation from the mean to form his response.
14

 Although other teachers expressed 

similar conceptualizations of standard deviation, none of them used their informal 

characterizations to reason about the data in the Consultant Task. The absence of informal 

characterizations of standard deviation in reasoning is a result seen elsewhere (Clark, Kraut, 

Mathews, Wimbish, 2007) and suggests the novelty of Everettôs reasoning. Everett estimates the 

average deviation from the mean for the 49 values displayed in the dotplot shown in Figure 5-3 

and combines the squared deviations for these 49 values with the squared deviation from the 

mean for the proposed missing score. He essentially calculates a weighted average for the 50 

squared deviations, and he takes the square root of this result to confirm the value of the 

misentered score (Everett, Content, Lines 480-596). In his reasoning, Everett uses his informal 

characterization of standard deviation as a measure of noise in combination with the procedural 

formula for calculating a value for standard deviation to confirm the value of the 50
th
 point. He 

combines pointwise reasoning related to the outlier and estimates for deviations from the mean 

with aggregate, conceptual reasoning about the average absolute deviation to form his conclusion. 

Everettôs fluency in reasoning about standard deviation stands in stark contrast to previous 

research that suggests many ñsuccessfulò introductory statistics students have not developed 

appropriate process conceptions
15

 of standard deviation (Mathews & Clark, 2005). 

 Although Cheyenne was not asked the same question that spurred Everettôs thoughts 

about standard deviation, Cheyenne displays proficient reasoning about variation and data in 

                                                      
14

 Everett notes that the mean absolute deviation describes the actual average absolute deviation from the 

mean and not the standard deviation. 
15

 Mathews and Clark (2005) and Clark, Kraut, Mathews, and Wimbish (2007) use APOS theory (Asiala, 

Brown, DeVries, Dubinsky, Mathews, & Thomas, 1996) to suggest levels of understanding for standard 

deviation. Students with action-level understandings are unable to compute or to discuss standard deviation 

without the standard deviation formula. Those with process-level understandings are able to describe 

standard deviation in terms of a distance measurement from the mean.  
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other ways. Cheyenne seems to want as much information as she can possibly have to reason 

about data. She prefers having multiple representations of data and multiple summaries measures 

of data to make decisions from data. When she is given a table of values for the size-15 samples 

in the Consultant Task, Cheyenne uses technology (Minitab) to calculate descriptive statistics 

values, including five-number summaries, means, and standard deviations. In addition to the 

columns of data values she is given, Cheyenne displays boxplots and dotplots of the data for each 

consultant. In doing so, she examines more representations of this data and its variation than does 

any other teacher in the study. From the information she generates, she has multiple opportunities 

to examine pointwise and aggregate features of distributions in general and variation in particular. 

By examining the boxplots and summary values, for example, Cheyenne is able to develop an 

aggregate view of the data, whereas the dotplots and the table provide her with a pointwise view. 

Her reasoning combines ñrule-based comparisonsò (Rubin, Hammerman, Campbell, & Puttick, 

2005), calculating a statistic and using it for comparisons, with ñvalue-based comparisonsò 

(Rubin, Hammerman, Campbell, & Puttick, 2005), comparing salient features tied to the context 

from which the data originate. Although Cheyenne reasons about data and variation in ways that 

differ from Everett, both Cheyenne and Everett reason through the pointwise and aggregate lenses 

of data and distribution. Neither draws conclusions from data before they carefully and 

thoroughly consider both signal and noise for data. By the time they turn to formally determining 

the significance of signals, they have already formed conclusions on an informal level. Their 

informal inferential reasoning, in which considerations of variation or noise play a crucial role, is 

particularly visible when they compare sets of data. 
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Noise With Data Patterns/Distributions as Signal  

In a setting where data are properly collected and comparisons between sets of data are 

desired, some might succumb to the temptation to turn to inferential methods immediately. Those 

individuals might start with assumptions that samples originate from the same population and 

differences in samples are due to sampling variability. In contrast, individuals with NSN 

conceptions of variation turn to comparisons of data and reasoning from data to consider whether 

samples could plausibly be drawn from the same population. In this way, they are reading beyond 

the data to make predictions and inferences from the data and displaying advanced 

comprehension of data structure in their reasoning from data representations (Curcio, 1987; Friel, 

Curcio, & Bright, 1991). Their comparisons of two sets of data could include comparisons for 

variation within each distribution as well as comparisons of the variation between distributions as 

steps towards determining the relationship between data sets. For example, after Cheyenne has 

the graphs and summary values for the size-50 samples in the Consultant Task, she notes that: 

There is a tendency for both of them to score within the 6 through 8 range. Um, 

this Consultant One has aðthe distribution is more spread [Cheyenne points to 

the extreme values for Consultant Oneôs scores.], um, on both ends, um, but 

more so on the high end. Uméit makes me a little more cautious that itôs not 

quite the same. (Cheyenne, Content, Lines 377-382)  

Cheyenne leans towards saying that the consultants do not score the tests in the same manner 

based partially on the larger range shown in the dotplot for the first consultantôs scores in 

comparison with the other consultantôs scores. When Everett was given the initial dotplots, he 

commented on not just the difference in variability seen within each distribution but also the 

difference in means between the distributions, displaying what Makar and Confrey (2002) term a 

ñtolerance for variabilityò (p. 2).  

I see, um, two differences, at least. One is that, um, the center, or the average 

score for Consultant One definitely seems higher, uh, than Consultant Two. Also, 

Consultant One has quite a bit more variability in his scores, uh, than Consultant 

Two. (Everett, Content, Lines 305-309) 
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Neither Cheyenne nor Everett saw the initial difference in means of 0.6 as problematic and 

neither was initially willing to state that a difference existed. It seems Cheyenne is beginning to 

think ñthat itôs not quite the same.ò Although we cannot be sure about her meaning of ñitò, she 

does seem to be suggesting that the signal for ñitò might differ between the two distributions 

based on the difference in ñspreadò, or noise, in the two distributions. Similarly, Everett suggests 

that a difference exists in both ñthe centerò and the ñvariabilityò for consultantsô scores based on 

the noise he sees within each distribution and the difference in means he sees between the two 

distributions. For both Cheyenne and Everett, it is plausible that they see the differences between 

consultantsô scores as more than just noise about a single signal but as a true difference in signals. 

Informal inferences using data-based considerations are characteristic of individuals with 

NSN conceptions. They reason not only from sample distributions, but they also make 

comparisons that include considering the plausibility of selecting distributions with similar 

characteristics in repeated samplings. For example, after Cheyenne has the graphs and summary 

values for the size-50 samples in the Consultant Task, she sits quietly. When asked what she is 

thinking about, she says ñIôm just looking atðwell, Iôm thinking about, um, if I repeat this, this 

50 again and again, um, how likely would it be to get these two differencesò (Cheyenne, Content, 

Lines 387-389). Like Cheyenne, Everett turns to comparing two distributions to determine 

whether there is a difference between populations. He considers what he calls a randomization 

test to compare the size-50 consultantsô samples. He describes the test as follows. 

We could throw all 100 of these scores into, you know, one set and then split 

them up into groups of 50, um, find the averages for both groups. See what the 

difference is. And then do that a bunch of times, over and over and over and over 

again. And see if a difference of point 6 [Everett points to the mean values of 9.7 

and 10.3 displayed in the summary table.] is likely to come up just due to the 

random separation of the scores into two groups. (Everett, Content, Lines 364-

374) 

Everettôs method would allow him to test for multiple signals, including means and standard 

deviations, although he focuses on means. His method is based on data in that it essentially 
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involves taking combinations of the original data to form two new samples. In this case, he 

randomly selects 50 tests from the combined 100 tests, and considers characteristics of the newly 

formed samples in comparison with the observed difference in means of 0.6. Everettôs method 

allows him to determine if the noise he literally sees is noise that is consistent with a single signal 

for a population mean or consistent with noise for two separate signals or population means. The 

examples from Everett and Cheyenne are not intended to suggest that they never consider formal 

parametric tests of inference. They doðEverett considers a two-sample t-test for the size-50 

samples and Cheyenne considers the two-sample t-test for the size-15 samples. These examples 

do, however, illustrate Everettôs and Cheyenneôs tendency to view variation (as well as center and 

distribution) through a data-centric lens. Their flexibility in reasoning about data from this 

perspective offers them the benefit of considering signal and noise when traditional probabilistic 

models do not apply. Everett also notes that his randomization approach ñjust helps me think 

about ï get a first impressionò (Everett, Content, Line 879) for the significance of a signal, 

leaving formal inferential methods to serve a somewhat confirmatory role. Everettôs and 

Cheyenneôs focus is on exploratory analysis, whereas formal inference is used in confirmatory 

analysis, a term introduced by Chatfield (1988). 

Noise With the Relationship between Variables as Signal 

When exploring relationships among variables, those with NSN conceptions seek to find 

a signal, if one exists, for the relationship(s). Although they consider context in their reasoning 

about data, context is not their main focus. They seem to be willing, although hesitant, to search 

for signals when no context is given. They may have a lesser sense of expectation or a lesser need 

to have an explanation for observed patterns of variability than others. For example, Everett and 

Cheyenne both express hesitation in making a prediction from the seven points plotted in the 
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scatterplot from the Caliper Task. Although their reasons differ based on the signal of the 

relationship between variables that they see, both are willing to offer advice to the student. The 

noise, or scatter of data away from the observed relationship, does not appear to be sufficiently 

large to prohibit making a prediction. To do so, Cheyenne asserts that assumptions need to be 

made about the distribution, namely that the pattern seen in the distribution must continue beyond 

the rightmost point. In the end, Cheyenne notes that ñif I were going to be forced to make a 

prediction, I would probably try to, um, do a best fit graph for the dataéIt looks like it might be, 

um, quadraticé itôs where the flow of the data tends to beò (Cheyenne, Content, Lines 858-881). 

Initially Cheyenne suggests that the data could come from a linear, quadratic, or cubic 

distribution. She settles on quadratic based on the ñflow,ò or pattern, of the data. Implicit in her 

selection seems to be a sense that the noise in the variability of the data from the quadratic pattern 

is less than the noise in the variability from linear or cubic patterns. She seemingly sees the 

strongest signal in the ñflowò of a parabolic pattern.  

For individuals with NSN conceptions of variation, their reasoning from the data-centric 

perspective at times overlaps with reasoning from other perspectives. To a large extent, looking 

for relationships between variables often includes a modeling component as the signals 

sometimes take the form of a model. Like Cheyenne, when Everett examines the scatterplot with 

seven points in the Caliper Task, he sees a signal for a quadratic pattern. 

It does seem like a quadratic [Everett traces a parabolic path over the points 

displayed in the graph.], but again, itôs only 7 points, so I wouldnôtðI wouldnôt 

bet my life on it or anything like that. It could be that, you know, one, if I move 

this point up [Everett points to the rightmost value in the graph.], then I would 

think itôs linear. [Everett points to a location above the rightmost point. See 

Figure 5-4.] (Everett, Content, Lines 964-971) 

Everett does not state a quadratic fit with great certainty, but he suggests the student could use the 

quadratic relationship between the variables to make a prediction. Everett, however, does note 

that relocating just one pointðthe rightmost pointðwould change the signal that he sees 
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emanating from the data from quadratic to linear. The amount of noise, or deviation of the points 

from the pattern, would be less for a linear model than for a quadratic pattern if the ordinate value 

of the rightmost point increased. The parabolic signal that Cheyenne and Everett see in data that 

do not all lie on the curve of a parabola is strong enough for them to offer advice, albeit 

hesitantly. 

Summary of Data-Centric Perspective and NSN Conceptions 

Individuals who view variation as noise in the signals and noise of data exhibit revealing 

indicators of their conceptions as they reason while exploring data. Those indicators include 

explicit, thorough, and flexible consideration of variation, in addition to center and shape, when 

they view data through a lens of distribution. They consider variation through pointwise and 

aggregate examinations of data and distributions. They use the same distributional characteristics 

to compare distributions, considering variation within and between distributions while 

contemplating the relationship between data and the populations from which the data are drawn. 

Finally, they look for signals in bivariate distributions to determine the relationship between 

variables. They examine noise pointwise in terms of outliers and influential values and examine 

noise in the aggregate of data, looking at residuals as part of their attempts to isolate signals. No 

single characteristic in their reasoning about data appears to be exclusive to those with NSN 

 

 

Figure 5-4: Everettôs Linear Pattern. 
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conceptions, but the totality of their facility in reasoning about and from data and their continued 

focus on data to reason about variation is unique to those with NSN conceptions of variation. 

NSN and the Design Perspective 

Cheyenne and Everett reason about variation from the design perspective using a lens of 

control. They seek to control variability in data to strengthen signals and thus enable 

identification of signals of interest. In their considerations of design, Cheyenne and Everett do not 

focus on expectation and explanation. Their desire is to reduce noise in data to isolate a signal in 

data rather than the expected signal. They also do not seem to have a strong need for determining 

cause-and-effect relationships. 

Cheyenne and Everett employ some of the same design strategies to control variation as 

teachers with other conceptions of variation. One of those strategies includes using sample size to 

isolate signals of sufficient strength. Consider Everettôs comments about the seven-point 

scatterplot from the Caliper Task discussed in the last section. One of the reasons Everett 

hesitates to make a prediction is the small sample size, noting that ñitôs only 7 points, so I 

wouldnôtðI wouldnôt bet my life on it or anything like thatò (Everett, Content, Lines 966-967). 

Implicit in his words is the sense that if he had more points, he might get a stronger signal from 

the data. Consider this reaction with his reaction to the size-15 samples from the Consultant Task, 

where he notes that ñitôs obviously harder to draw conclusions with smaller sample sizes, um, 

because there is more variability that can be expectedò (Everett, Content, Lines 758-760). Everett 

seems to associate smaller sample sizes with increased noise (more variability) and decreased 

opportunity for finding or isolating a signal or signals from the data. One way that he can control 

variation in the studies he designs is to select large samples, something he suggests for the study 

he designs in the Handwriting Task. 
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Individuals with NSN conceptions of variation design studies and offer justifications for 

the elements of their designs. Everett and Cheyenne consider contextual factors to speculate about 

potential sources of variation, and they consider explanations for variation based on the context of 

data. Compared to others, the difference in their reasoning lies in their primary rationale. For 

example, when Everett is asked how he would design the consultantsô study, he reacts as follows. 

I would suggest that you pull a random sample of papers from the district and 

make two copies of each of those particular paperséand then distribute them to 

both consultants. So thereôs maybe a set of 50 papers that they both grade, and 

then since theyôre grading the exact same papers, we know there should be no 

difference in the scores other than their own personal scoring biases or scoring, 

um, decisions. (Everett, Content, Lines 63-71) 

Everett does not offer the same design as the administrators reportedly used. Instead, he offers a 

matched-pairs design, presumably to control variation from the effects of variables different from 

consultantsô scoring. He offers a design that benefits from his consideration of the context and 

that seems to focus on isolating a signal for the factor of interestðdifferences in scores. Although 

he briefly mentions scoring bias, he mentions no specific bias and seems to stop himself and 

focus instead on scoring decisions. From a focus on scoring decisions, he attributes differences in 

scores to the consultants, but he does not attribute any particular cause for the differences. 

In addition to considering the general design of observational and experimental studies 

and the size of samples used in the studies, those with NSN conceptions of variation also consider 

the use of randomization in their designs. Neither Cheyenne nor Everett seems to see much value 

in finding or considering signals that come from non-random data. Everettôs immediate reaction 

to the Consultant Task strongly suggests that he sees little meaning in results from biased samples 

caused by lack of randomization. 

Iôd want to know first how the consultants were assigned to grade the exams. For 

instance, um, is it just sort of everybodyôs exam gets thrown in the pile and then 

they just grab half at random to gradeðOr does one consultant get tests from one 

school in the district and the other consultant get tests from other schools in the 

district. If the secðif that latter is the truth, then I donôt think you can get 
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anything meaningful out of the results that are here. (Everett, Content, Lines 21-

31) 

Although Everettôs language is somewhat loose when he inquires about data collection, he is 

clear in making the point that samples collected without randomization and with an obvious 

possibility for bias will not produce meaningful conclusions from data analysis. Although she 

personalizes the example by referring to her own school, Cheyenne offers the same example in 

her argument for selecting random samples. Everett and Cheyenne are consistent in making sure 

that the data they examine are selected randomly. Neither is willing to analyze the data from the 

size-15 samples without some assurance of randomization. Even though their primary focus in 

data analysis seems to be finding signals in noise, their actions seem to suggest that the signal, no 

matter how much noise or how little noise, may be misleading without randomization as part of 

the design. 

NSN and the Modeling Perspective 

Cheyenne and Everett tend to reason from the modeling perspective either in conjunction 

with or subsequent to reasoning from the data-centric perspective. They tend to view data through 

a lens of relationships, searching for patterns and relationships among data values or among 

variables. Because of the close connection with their reasoning from the data-centric perspective, 

some of their modeling reasoning has been discussed. For example, in the section discussing 

noise when the measure of center is a signal, I noted that Everettôs experience with test scores 

formed the basis for his generalized statement that scores tend to be normally distributed. He 

seems to consider a potential model for the test dataða normal distributionðwhich would be the 

signal he considers. A normal distribution has known properties against which he can compare 

characteristics of the data. As noted earlier, he suggests that a set of scores with a standard 
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deviation of 20 and a mean of 10 ñwould indicate that scores could go from negative 10 to 30, 

which is way out of the range of 0 to 15ò (Everett, Content, Lines 198-200). Although he does not 

specifically mention the property that approximately 68% of the data lies within one standard 

deviation of the mean for a normal distribution, Everett does consider the interval of values 

within one standard deviation of the mean. He compares the interval against that of possible 

values and notes that the two intervals do not align. Although he does not state that the data 

cannot follow a normal distribution, there is an implication that the data contain more noise than 

he would expect from a normal signal. Everettôs reasoning simultaneously incorporates data-

centric elements in reasoning about aggregate features of the data with modeling elements in 

reasoning about the feasibility of a model for the data.  

Most often, Cheyenne and Everett reason from the modeling perspective after they 

carefully reason about data from the data-centric perspective. They tend to use models as signals 

or in determining the significance of signals, but they typically wait to do so until after they have 

thoroughly explored data. Formal inferential methods based on parametric methods that assume a 

normal model for a sampling distribution seem to serve a confirmatory purpose for Cheyenne and 

Everett. For example, Everett states a clear preference for comparing the size-15 samples in the 

Consultant Task with an empirical model rather than a theoretical model, particularly when the 

scores in the size-15 samples are labeled as scores of students from two teachers. 

Everett: I was more thinking about putting all 30 of these in one pileðAnd 

seeing how they split up. That itôd beðthis is an unusual split in my 

mind. [Everett points to the two columns of values for the size-15 

samples, with scores labeled as Aôs and Bôs for Teacher A and Teacher 

B. See Figure 5-5.] More of a, sort of a randomization test. 

R: Okay. And so when you originally looked at the 15 and 15, before you 

knew about the different teachers, that one you were thinking about the, 

um, two-sample t? 

Everett: No, more of the randomization test also. Just looking atðthereôs way 

more double digits here [column of values for Consultant Two.] than 

here [column of values for Consultant One.], and it would be unusual if 

it really was equally likely to get them to bothðIôd expect them to be 

one, two, three, four, five, six, seven, eight, nine, ten. [Everett points 
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from bottom to top at the double digit values in the column of scores for 

Consultant Two as he counts.] Thereôs twelve scores in the double 

digits, and IôdðI wouldnôt expect it to be exactly six and six. [Everett 

points to the two columns of scores.] But maybe five and seven, or four 

and eight, but it seems like ten and two is prettyðan extreme split. 

(Everett, Content, Lines 847-876) 

Even though the researcher believed that Everett compared the size-15 samples with a t-test, 

Everett clarifies that when he was comparing both the size-15 samples as originally presented and 

the size-15 samples with scores divided between the students of two teachers, he was basing his 

conclusions on a randomization test and the likelihood of achieving the observed division of 

scores if the 30 scores were repeatedly combined and randomly divided into two groups. He 

clearly explores the data and engages in modeling through use of his empirical test to think about 

whether the observed difference could result from the same population with a single signal for the 

mean or if each consultant produced separate and distinct signals for their average test scores. In 

this case, Everett suggests that there is too much noise to believe that the two consultants graded 

uniformly. 

 

 

Figure 5-5: Consultantsô Size-15 Samples Broken Down by Teacher. 



163 

 

As mentioned earlier, context does not play the same prominent role for Cheyenne and 

Everett as it does for others; Cheyenne and Everett are willing to reason about data without 

context and without a need to know the causes behind their observations. As mentioned earlier, 

Everett was willing to help the student from the Caliper Task. To test whether Everett would be 

less likely to make a prediction from a linear model, the researcher tells Everett that the student 

later stipulated that he needed to use a line. Unlike others who were asked the same question,
16

 

Everett did not fit a line to the data. Rather, he fit a piecewise function consisting of two linear 

pieces. 

Okay, what I would have them do is I would have them divide it into two 

different data sets and look at the first five. [See Figure 5-6(a).] Create a linear 

model going like this. [Everett traces a linear path over the first five points. A 

segment has been added to the Figure 5-6(b) to show the path of the trace.] And 

then use the last three, this middle point [Everett points to the value vertically 

highest on the graph.], a second time. Have them create a linear model that goes 

like that. [Everett traces a linear path from left to right over the rightmost three 

points. A second segment has been added to Figured 5-6(c) to show the path of 

the trace.] (Everett, Content, Lines 1000-1012) 

                                                      
16

 Due to time limitations for the length of the content interviews, not every teacher was asked this 

question. In particular, Cheyenne was one of the teachers who were not asked the question. 

 

 

Figure 5-6(a): Everettôs First Data Set. 

 

 

Figure 5-6(b) and 5-6(c): Everettôs First (b) and Second (c) ñPieces.ò 
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Although context does not seem to overly influence Everett when he makes decisions from data, 

signals do seem to influence him. Everett earlier acknowledged that the movement of the 

rightmost point would suggest a signal different from a parabola. Even with the tenuous signal of 

an increasing followed by decreasing pattern, it seems to be sufficiently strong for him to control 

noise by fitting two linear segments to the data. Everett also shows less concern for context than 

other teachers when he considers the full scatterplot of points for the Caliper Task. He draws a 

line for the theoretical relationship but suggests that the caliper tends to under-measure objects. 

When he draws the line for the theoretical relationship, he actually creates a line with a y-

intercept greater than 0. (See the line with a positive slope in Figure 5-7.) When asked if the 

theoretical line could be the line of best fit, he responds as follows. 

Uh, no. The, the realðthe least squares regression line would be, uh, shifted 

lower and pretty much trying to go, it would go through theðor attempt to go 

through the means of all of these little distributions. [Everett traces a path from 

left to right through the approximate middles of each vertical grouping of 

points.] So I would suspect that, for the most part, it would just be shifted a little 

lower. (Everett, Content, Lines 1324-1330) 

Even though Everett previously stated the theoretical relationship between centimeters and 

inches, the signal he sees in the data does not seem to contain enough noise for him to consider a 

different signal. Everett disagrees with the theoretical model as a possibility for best fit despite 

the context that might suggest agreement to others.  

 

 

Figure 5-7: Complete Scatterplot for the Caliper Task and Everettôs Theoretical Relationship. 
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Summary 

The preceding examples illustrate how conceptions of variation as noise in signal and 

noise influence Cheyenneôs and Everettôs reasoning not only from the data-centric perspective but 

also for the design and modeling perspectives. Although they reason from the three perspectives, 

their reasoning about variation is dominated by the data-centric perspective. Their reasoning 

about variation from the three perspectives closely relates to their search for signals. They reason 

about variation from the design perspective using a lens of control, with a goal of controlling 

variability to strengthen signals in data. They search for those signals through a lens of 

distribution when reasoning about variation from the data-centric perspective. To model signals 

or to confirm the significance of outcomes hypothesized from their data-centric explorations, they 

tend to reason about variation from the modeling perspective using a relationship lens. Their 

reasoning reveals identifiable and consistent differences in the ways they view variation from the 

ways in which individuals with other conceptions of variation view variation. 

Conception: Expectation and Deviation from Expectation (EDE) 

A view of variation as expectation and as deviation from expectation was the most 

prevalent form of variation conception among the teachers in this study. Eight teachersðBlake, 

Carl, Dana, Dustin, Frank, Gavin, Hudson, and Ivyðprovided evidence to support interpretations 

of their conceptions as a form of Expectation and Deviation from Expectation (EDE). The most 

distinguishing feature of their conceptions is a view of variation juxtaposed with expectationð

either an a priori expectation or an expectation acquired from exploratory analysis. They often 

approach statistical situations with some hypothesized expectationðexpectation for particular 

outcomes or measures (including measures of variability), particular parameter values, particular 
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patterns of variability, or particular relationships among variables. Their expectations stem from 

the statistical questions they wish to answer or from the context in which their statistical problems 

are set. In settings for which they have no a priori expectation, they explore data to develop a 

sense of expectation. In addition to expected amounts of variation, they view variation as 

deviation from expected outcomes or measures, deviation of statistics from parameters, deviation 

of observed data from expected patterns, or deviation of observed data from expected 

relationships.  

Aspects of the preceding descriptions of expectation and deviation from expectation can 

be seen in the levels of appreciation for expectation and variation articulated by Watson, 

Callingham, and Kelly (2007). Watson and colleagues speculate that increased appreciation of the 

interaction between expectation and variation matches a developmental progression of 

increasingly sophisticated statistical ideas for students in grades three through nine, forming a 

critical foundation for statistical understanding. They describe expectation in terms of 

ñprobabilities, averages, ócausedô differences, and random distributions of outcomes,ò which 

somewhat align with variation as ñuncertainty,ò ñoutliers,ò ñanticipated change,ò and 

ñunanticipated changeò (Watson, Callingham, & Kelly, 2007, p. 84). Watson and colleaguesô 

descriptions of variation roughly align with variation for those with EDE conceptions: deviation 

of statistics from parameters, observed data from expected variation or patterns of variability, 

observed data from expected outcomes or relationships, or expected variation in the form of 

random variation, respectively. In general, the descriptions of reasoning from individuals with 

EDE conceptions of variation in this study are intended to provide a broad overview of reasoning 

about expectation and deviation from expectation, with expectation referring to a broader range of 

measures, patterns and relationships and a priori expectation than Watson and colleagues.  

Even though eight teachers provided evidence of EDE conceptions, I mainly limit my 

discussion to examples from three teachers (Blake, Dustin, and Hudson) with EDE conceptions. I 
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introduce examples from other teachers only when their reasoning provides a contrast to 

examples discussed previously. Focusing on examples from three teachers provides the reader 

with a more complete image of reasoning for individuals who view variation as EDE than would 

be possible using examples from all eight teachers.  

EDE and the Modeling Perspective 

As individuals who view variation as expectation and deviation from expectation, Blake, 

Dustin, and Hudson tend to reason about variation from the modeling perspective through a lens 

of expectation. In general, in familiar context settings, individuals with EDE conceptions 

determine the extent to which models for relationships among data or among variables conform to 

expectation, and they use models to determine if deviation from expectation is greater than 

chance would predict. Their views of variation align with the view of statistics articulated by a 

statistician in Pfannkuch and Wildôs (2000) study: ñstatistics as the fitting of models, formal 

analysis, and the ómeasuring of evidenceôò (p. 198). These three articulated characteristics of 

statistics align with the main statistical foci of individuals with EDE conceptions: modeling 

patterns and relationships, using formal inferential methods, and interpreting p-values in context. 

Individuals with EDE conceptions also reason from the modeling perspective to develop a sense 

of expectation in settings for which they have no a priori expectation and then reason about 

deviations from their newly formed expectations.  

Deviation of Statistics From Parameters 

Individuals with EDE conceptions of variation approach inferential settings with 

expectations for the relationships between statistics and parameters. Their expectations for 
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parameters are determined by the statistical questions they hope to answer, and they attempt to 

determine if observed statistics are reasonable given their stated expectations. With the 

dominance of traditional parametric methods in introductory statistics courses (Cobb, 2005), it is 

not surprising that many of the teachers in this study tended to approach settings relating means 

and proportions with parametric methods that necessitate comparisons of observations with 

theoretical models. Each teacher with an EDE conception of variation suggested conducting an 

inferential test in their initial analytical reactions to the Consultant Task. For example, after Blake 

reads the Consultant Task description, he notes the following. 

You can see that itôs nine point seven versus a ten point three, we can obviously, 

uh, do some sort of t-test or something like that on it to, to see if that result is 

significantéObviously we got the one score was ten point three. We could, 

everybody could see that that was higher. The issue and the statisticðfrom a 

person whoôs trained in statisticsðis it significantly higher. (Blake, Content, 

Lines 56-66) 

Blakeôs initial reaction is to compare the means using a t-test to establish if one mean is 

significantly higher than the other mean. For Blake, the question is not whether a difference in 

means existsðhe expects to see a differenceðbut whether the observed difference in means 

deviates from expectation by more than what is probable. Although he does not explicitly 

acknowledge that he is using a theoretical model to model the situation, he later notes that ñthe t-

test is a nice approximation to the model weôre seeingò (Blake, Content, Line 170), and he 

clarifies that to him significance means ñnot reasonably attributed to chanceò (Blake, Content, 

Line 70). Focus on the difference in means of 0.6 and determining whether the difference 

deviated significantly from the expected difference in means of zero seems to dominate Blakeôs 

initial considerations for analysis and the initial analysis considerations for others with EDE 

conceptions. Their considerations invoke comparisons of sample characteristics with theoretical 

models. 
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 For those with EDE conceptions of variation, determining whether observed results 

deviate from expectation by more than chance would predict tends to be at the forefront of their 

considerations of data. Blake describes his view of variability in statistics as something that he 

expects to see in a ñsampling distribution-type thing.ò He clarifies what he means by suggesting 

that variability is his ñexpectation given the confines of the problem that has been presented, uh, 

in sort of random repetition of the, um, of the eventò (Blake, Content, Lines 1939-1942). It seems 

plausible that his ñsampling distribution-type thingò refers to an empirical sampling distribution 

built from sample statistics measured from repeated random samples of a population and for 

which there is an expectation that some or all sample statistics will differ in a predictable manner 

from the parameter of a larger population. This distribution of statistics resulting from random 

repetition provides Blake with an image of expectation and a model against which he can 

determine the plausibility of a particular event occurring based on deviation from expectation for 

a characteristic of the event. In contrast to Blake, Hudson states a clear relationship between 

variation and chance, noting that ñoften weôre asking questions about whether it [sample result] 

could have been due to chance variabilityò (Hudson, Content, Lines 2206-2207). For both Blake 

and Hudson, their views of variation connect tightly with formal or informal inferential 

methodsðmethods that rely on the use of models to determine whether observed data or statistics 

differ from expectation by more than chance would predictðand reasoning from the modeling 

perspective. Each teacher who views variation as EDE introduced the idea of chance variability 

either early in their response to the Consultant Task or in response to the question of their 

associations with the word variation.  

Although a suggestion to use significance tests in situations typically associated with 

parametric methods is neither unusual nor unique to individuals with EDE conceptions, their 

immediate suggestions to employ formal inferential methods subsequent to checking conditions 

or subsequent to making assumptions about conditions being met differs from the reactions of 
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those with other conceptions. Individuals with EDE conceptions offer inferentially-linked 

reactions to statistical situations through the ideas of expectation and deviation from expectation. 

The exact ways in which they do so may differ from individual to individual and task to task. For 

example, Blake notes that he does not have sufficient information to conduct a t-test for 

comparing consultantsô means. In response to a question of why he needed the standard deviation 

values he requested, Blake introduces the idea of expectation for standard deviation. 

If everybody in the whole world, uh, in every measurement that we ever did, if 

the variability, you know, from the mean, from person to person, was consistent 

in all measurements, then yes, we could take some universal variation amongst 

people, but I have no knowledge of how kids typically vary in their scores on this 

test. (Blake, Content, Lines 226-232) 

Whereas most of the teachers with EDE conceptions commented on needing to know how the 

difference in means of 0.6 related to the spread of scores associated with the specific samples 

from both consultants, Blake observes that he has no general expectation or model for reasonable 

standard deviation values. His request centers on expectation for standard deviation in a way that 

parallels the use of sample means as estimates of expectation for population means. In contrast to 

Blake, although Hudson does not state a particular expectation for standard deviation, he has 

some idea about values that would be outside his realm of expectation for concluding a difference 

exists. He tests his conjecture by conducting a two-sample t-test with hypothesized standard 

deviation values and then proceeds to conduct additional tests to determine standard deviations at 

the threshold for declaring a difference exists. Although Blake and Hudson reason differently in 

the absence of standard deviation values, their reasoning contains considerations of expectation 

for variation based either on studentsô historical performance on the assessment or the limited 

interval of possible scores. Additionally, although both Blake and Hudson seemingly approach 

standard deviation with little sense of expectation, their approach to the overall task is based on 

expectationðexpectation that the deviation in means for consultantsô scores will not differ 

significantly from an expectation of zero.  
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Deviation of Observed Data From Expected Patterns  

In addition to characteristically using models to reason inferentially, individuals with 

EDE conceptions of variation tend to use models to reason about data and expectation. They use 

properties of the models to develop a sense of expectation for characteristics of data or to decide 

if observed data deviate from expectation. For example, consider Dustinôs method for estimating 

the standard deviation of Consultant Twoôs size-50 sample. After Dustin notices a mismatch 

between the value of the standard deviation and the dotplot for the second consultantôs size-50 

sample, he estimates the standard deviation from the dotplot to be around two. 

Hereôs a spread of 6 [Dustin points to the minimum value and the maximum value 

on the dotplot for Consultant Twoôs scores. See Figure 5-8. A line has been 

added to portray Dustinôs estimate for the mean of Consultant Twoôs scores.] 

Reasonably symmetric, um, given some variation, so youôve got 6 wideéletôs 

divide it by four rather than six, uh, for two standard deviations on each side, six 

divided by four isé one and a half. So letôs say around 2 for just want of 

anythingða nice number to use. (Dustin, Content, Lines 844-853) 

Dustin calculates the range of Consultant Twoôs scores and divides that range by four. Although 

he does not specify here that he considers an interval of values within two standard deviations of 

the mean, he later notes, ñthe vast majority of the data really falls within two on each sideò of the 

mean (Dustin, Content, Lines 871-872). He uses that information to estimate the standard 

deviation for this ñreasonably symmetricò distribution (Dustin, Content, Line 861). Dustin 

compares the observed distribution of values against an expected pattern with known 

characteristicsða normal distribution model. He earlier implied an expectation of normality for 

test scores, and he acknowledges that these data deviate from the idealized normal pattern. He 

rounds his calculation to two to account ñfor a couple of extreme valuesò (Dustin, Content, Lines 

875-876). Although not a perfect fit, his model provides him with a sense of expectation and 

estimates for the mean and standard deviation of Consultant Twoôs scores. Not every teacher with 

an EDE conception of variation reasoned from a normal distribution model to estimate values for 
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Consultant Twoôs mean and standard deviation, although they all reasoned about the values based 

on some sort of expectation. For example, Frank uses his knowledge of Chebyshevôs Theorem 

and the fact that ñalmost all the data is plus or minus three standard deviations, generally, in a 

distribution, unless itôs a really wild distributionò to estimate whether the given standard 

deviations match his expectation and to estimate values if his expectation is not met (Frank, 

Content, Lines 395-397).  

Empirical rules are often invoked by individuals with EDE conceptions to reason about 

characteristics of normal or approximately normal distributions and to reason about how data are 

distributed. For those who reason about expectation and deviation from expectation, it is not 

unusual for them to appeal to expectations of known distributions, such as normal distributions, to 

estimate values for all distributions. They seem view data as a combination of ñpattern and 

deviationò (Borovcnik, 2005), with substantial deviation at times. For example, even when Dustin 

seems to examine data without expectation for characteristics of the data, he turns to models to 

help him develop a sense of expectation. When he is faced with a distribution in which data 

deviate far from expected patterns, such as the distribution of Consultant Oneôs scores, his 

estimates are less accurate. For the data from Consultant One, Dustin uses characteristics of a 

normal model and considers how much he needs to adjust for nonnormality in order to estimate a 

value for expectation and a value for typical deviation from expectation. Even though he stated 

that the data were clearly skewed, he still chose to reason from a flawed model for the data, 

 

 

Figure 5-8: Dustinôs Interval for Estimating Consultant Twoôs Standard Deviation. 
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suggesting his need for models in characterizing distributions. Other individuals with EDE 

conceptions used models in similar ways to develop a sense of expectation for nonnormal data 

distributions. 

Deviation of Observed Data From Expected Relationships  

Relationships between variables seem to offer those with EDE conceptions a stronger 

sense of expectation than relationships in univariate data or between sets of univariate data, 

although context surely plays a role in determining their level of confidence for expectation. Even 

before the context of the Caliper Task is given to Blake, he uses patterns in the data to gain a 

sense of expectation for the relationship between x and y. When Blake responds to the task, he 

suggests there is a somewhat periodic trend or pattern in the data. He also suggests a somewhat 

linear trend in the data by suggesting a model that considers all but the rightmost point. Blakeôs 

implication is that the trends or models for the data can be used to make a prediction for y when x 

is four. His final suggestion, however, offers no prediction for the student. It is here that we see 

his sense of expectation. 

Iôm not going to tell you anything because youôre outside of the domain of the 

data that I had to make a decision on, and so, so really I can make predictions 

comfortably iféIôm gonna put some boundaries on my abilities between, say 1 

and I guess about 3. [Blake points to the values of 1 and 3 on the horizontal axis 

of the scatterplot.] (Blake, Content, Lines 1062-1068) 

Blake suggests he can comfortably make predictions for only a restricted interval on x; the value 

of four lies outside the domain for which he has some sense of expectation. Although he 

recognizes several possibilities for making a prediction when x is four, he objects to extrapolating 

those patterns beyond the given data as well as within the right-most portion of the given data. 

Blake seems to be willing to offer a prediction, but his prediction is limited to values of x between 

one and three, inclusive. Most teachers with EDE conceptions of variation expressed hesitation in 
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making a prediction based on extrapolation. When asked if they would be willing to make a 

prediction from different values of x, such as a value of three or a value close to three, they 

offered predictions. For this data, they were willing to interpolate but not extrapolate to read 

beyond the data (Curcio, 1987; Friel, Curcio, & Bright, 2001). For example, Gavin notes that he 

would be willing to make a prediction when x is 3.25 ñbecause itôs, uh, itôs within the range of 

our dataé our x values. Um, and it seems like we have a pretty clear pattern of increasingò 

(Gavin, Content, Lines 1088-1091). The combination of a value within the domain of given data 

along with a ñpretty clearò increasing pattern of variability provides Gavin an expectation for y if 

x is 3.25. For Gavin and others with EDE conceptions, their confidence in and willingness to 

make predictions seems to be based on their level of certainty for expectation. 

 One of the main reasons for modeling variation is for the purpose of prediction (Wild & 

Pfannkuch, 1999). Individuals with EDE conceptions of variation are more willing to make 

predictions when the value of the explanatory variable falls clearly within an interval about the 

expected value. Although not everyone with an EDE conception reacts to statistical situations in 

the same manner, they do reason in ways consistent with expectation and deviation from 

expectation. Although Blake and others were uncomfortable in offering the student a prediction 

for x equal to four in the Caliper Task, Hudson offers a different reaction. Hudson also hesitates 

to offer advice to the student based in the value of x not staying ñstrictly within the bounds of xò 

(Hudson, Content, Line 1273). Like Blake and Gavin, he seems to have no expectation for y when 

x is four. He suggests that information about the variables might help him to model the data based 

on a theoretical relationship that he ñmight bringéinto the thinkingò (Hudson, Content, Lines 

1329-1330). By having information about the context, he suggests that he might be able to form a 

better sense of expectation for the relationship between x and y. Hudson discusses a variety of 

options for modeling the data, including a line, a piecewise function with linear pieces, or a 

parabola. He stops by concluding, ñabsent any idea of the relationship between x and y, we might 
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just guess the mean y valueò because ñthe mean is the point that minimizes the sum of squared 

deviations around itò (Hudson, Content, Lines 1370-1375). Although he never states a definitive 

conclusion, Hudson suggests that the average, or expected, value for y minimizes vertical 

deviations from the mean, making it (for him) as good for predicting y as the other models he 

mentioned. Unlike Blake and Gavin, he seems to come to some resolution for how the student 

might make a prediction based on expectation. His reasoning differs from Blakeôs and Gavinôs 

and ultimately his conclusion differs as well, but despite the outward differences in their 

conclusions, at the core of their rationales are the ideas of expectation and minimizing deviation 

from expectation. 

 As Hudsonôs comments might suggest, context plays a role in enabling those with EDE 

conceptions to develop a stronger sense of expectation for patterns in data; their sense of 

expectation plays a prominent role in their reasoning about relationships. After Blake is given the 

context of the Caliper Task, he reacts by noting, ñthe relationship between centimeters and inches 

is going to be a linear functionò (Blake, Content, Lines 1152-1153). When asked what he would 

suggest to the student, he seems to ignore the data and offers advice based strictly on expectation 

from the context. 

Well I would tell them to just take the formula, the, the 2 point 5, 4 centimeters 

equals 1 inch, and convert it. They could, they could um, if they know that, they 

can just make the conversion and fudge the whole thing. (Blake, Content, Lines 

1184-1187) 

Rather than fit a model that ignores the two rightmost points that he believed were mistakes, 

Blake suggests the student should make a prediction based solely on his expectation from the 

theoretical relationship. Blake does not fit a model that takes context into consideration; instead 

he suggests the theoretical relationship that only takes context into consideration. After he is told 

that the student needs to include the data as part of the assignment, Blake notes the following. 

I would stillðnow that I know this, youðI would insist on the linear 

relationship, insist well does he want the formula or to do some sort of regression 
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on a linear relationship, itôs got to go up here. [See Figure 5-9.]éIf these are, if 

these [seven points] are locked in, I would go to the teacher and whoever youôre 

dealing this with, this assignment and hope to make aðstart over with a new 

graph. Because you know youôre in error here. [Blake points to the rightmost 

point.] (Blake, Content, Lines 1203-1207) 

Blake does not seem to consider legitimate reasons for why the two rightmost points might 

deviate from expectation. Instead, he suggests that the student use either the theoretical formula 

or a linear relationship that would produce a prediction in agreement with his expectation. In the 

end, he seems to be unwilling to have the student complete the assignment from the given data.  

Although Blake might not react in the same manner if he were making a prediction for 

his own purposes, his sense of expectation for the relationship between the two variables along 

with the deviation from expectation for the rightmost point, perhaps coupled with his expectations 

about the studentôs grade, seems to be so strong that he is not willing to use the given data. To 

him, the data are flawed and do not adequately represent the situation and thus should not be 

used. He focuses on what Gould (2004) refers to as deterministic variation, that which has a 

ñregular structure,ò to the exclusion of stochastic variation.  

Unfortunately due to time constraints, not every teacher who views variation as EDE was 

asked to make a prediction after the context was given. Those who were asked either suggested 

using the theoretical relationship to make a prediction, tossing out the rightmost point and then 

using subsequent regression to make a prediction, or having the student ask their lab partners for 

 

 

Figure 5-9: Blakeôs Prediction When x is Four. 
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more information about the rightmost point. In each case, their suggestions were based in their 

expectations within the context of measurement. 

Context provides such a strong sense of expectation for those with EDE conceptions that 

it might unconsciously guide their development of models. Consideration of the data produced 

within the context matters for modeling data. For example, after Hudson is given the full 

scatterplot of data in the Caliper Task, he examines the data in contrast with his expectation from 

the context. He plots two points, one at the origin and the other at the point with x-coordinate of 

2.54 (centimeters) and y-coordinate of one (inches), and draws a line through the two points to 

represent the theoretical relationship between variables. [See the darker line displayed in Figure 

5-10(a) and the upper line displayed in Figure 5-10(b).] Because of the imprecise nature of the 

points he plotted, the line he draws has a slightly greater slope than that of the theoretical 

relationship, which in actuality corresponds with the line of best fit that passes through the center 

of each of the vertical groupings of points. Hudson also draws a second line through the centers 

and describes it as the best-fit line. [See the lower line displayed in Figure 5-10(b).]  

Although he is aware of the theoretical relationship, Hudson does not seem to be so 

influenced by the context that he cannot consider a different model that provides a better fit to the 

data. Later, after he is given the regression output, Hudson observes that ñI did something back 

here [graph of best-fit line] that there was actually no, no reason to do. I fixed the point at the 

origin because I would like, uh, something that has zero dimension to have a measurement of 

 

 

Figure 5-10(a) and 5-10(b): Hudsonôs Theoretical Relationship (a) and Line of Best Fit (b). 
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zeroò (Hudson, Content, Lines 1743-1747). Even though Hudson was consciously aware that he 

was fitting a line to the data that did not match the theoretical relationship, the imprecise nature of 

his measurements and freehand drawing allowed him to draw a line through the centers of the 

vertical groupings of points and through the origin. Not until he saw the nonzero value for the 

intercept in the regression output did he seem to realize the effect context had on his sense of 

expectation. Although Hudson did not seem to be consciously aware of the powerful effect 

context had for his expectation, Dana recognizes the pull that context has on her thinking, noting 

that she was ñbeing colored by the fact that I know the relationship between centimeters and 

inchesò when she considered models for the data from the Caliper Task (Dana, Content, Lines 

1057-1059). For Dana, Hudson, and others with EDE conceptions, their expectations from the 

known theoretical relationship between inches and centimeters influences their analysis. They are 

consciously or subconsciously influenced by the expected theoretical relationship. 

Summary of Modeling Perspective and EDE Conceptions  

Whether consciously aware of how their sense of expectation influences their reasoning 

or not, it seems clear that individuals with EDE conceptions of variation reason with a focus on 

expectation and deviations from expectation, particularly in deciding whether deviations go 

beyond what random processes should produce. Their consistent focus on models for developing 

a sense of expectation, use of models for examining deviation from expectation, and use of 

models to decide whether there is too much deviation from expectation characterizes their 

reasoning and distinguishes their views of variation from other views. Their reasoning seems to 

incorporate models naturally and without prompting. Horvath and Lehrer (1998) suggest that a 

ñmodel-based perspectiveò aligns with the nature of statistics, which they describe as being ñall 

about modeling dataò (p. 147). No single characteristic appears to be exclusive to those with EDE 
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conceptions, but the totality of their reliance on reasoning from models and expectation is unique 

to those with EDE conceptions of variation. Blake, Dustin, and Hudson are most adept at 

reasoning about variation from the modeling perspective. They are, however, capable of 

reasoning from other perspectives. When they reason from the design and data-centric 

perspectives, elements of their expectation and deviation from expectation view of variation 

appear in their reasoning.  

EDE and the Design Perspective  

As already mentioned, individuals with EDE conceptions of variation tend to view 

context with a lens of expectation. They use context to develop a sense of expectation for factors 

of interest to as well as factors tangential to studies. They view design through the lens of control. 

They attempt to design studies in ways that control variability in data in order to minimize 

deviation from expectation and to increase the probability that they will be able to detect 

significant deviations from expectation. For example, Blake, Dustin, and Hudson recommend 

matched pairs designs for the Consultant Task. Blake suggests pairing students by similar 

qualities for ñevery variable that I think would affect their scoresò (Blake, Content, Lines 93-94), 

whereas Dustin and Hudson suggest having consultants score the same tests. Consider Dustinôs 

reasoning for a matched-pairs design. 

Essentially what would be probably a better approach is to give 50 exams to 

Consultant A [Consultant One] and the same 50 randomly selected exams to 

Consultant B [Consultant Two], doing a matched pair and see if in fact there was 

a difference. Now youôve controlled the variability of the tests between the two 

groups, where youôre looking now strictly at, since youôre giving the same test, is 

there a real difference between the consultants. (Dustin, Content, Lines 111-118) 

Dustin essentially suggests that the matched-pairs design controls most, if not all, variation from 

sources other than the consultants and allows focus to be on any differences in consultantsô 
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scoring. Specifically, he notes that a matched-pairs design will allow him to determine ñif in fact 

there was a difference.ò His words imply that he connects his design with a test of inference, with 

the design enabling him to determine if the average difference in scores deviates too far from his 

expectation of no difference to be plausible. By connecting design with inference, Dustin presents 

evidence that he considers models when he reasons about design. In general, Dustin and others 

with EDE conceptions desire design strategies that produce clear models for making decisions 

from data. 

Individuals with EDE conceptions use sample size and randomization to control variation 

in observational studies and experiments, and they consider blocking as a strategy for controlling 

variation in experiments. The rationale behind their suggestions focuses on designing conditions 

conducive to determining significance. For example, when Blake designs a study to test the 

conjecture in the Handwriting Task, he mentions controlling for a variety of factors and then 

randomly assigning papers ñafter Iôm done with everything that I think I can controlò in the ñhope 

that the rest of the stuff gets smoothed throughò (Blake, Content, Lines 1746-1772). He focuses 

on control and seems to hope that the effects of any remaining confounding factors are divided 

evenly among observational or experimental groups. Blake also expresses concern about the 

effects of small samples, and he suggests that large sample sizes are more likely to produce 

ñequalò groups. In particular, he notes, ñsmall just meansðlike I said small just makes it harder 

to find a significant difference. Your difference typically has to be of a higher magnitude to make 

it significantò (Blake, Content, Lines 1798-1801). His words imply that small samples require 

deviations from expectation to be of larger magnitude for determining whether the deviation 

differs significantly from expectation. Not only does Blake suggest design strategies that allow 

him to make comparisons, but he connects his design to inference and the reasoning from the 

modeling perspective that would follow. By controlling variability, he and others with EDE 
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conceptions reduce the variation in sampling distributions, making it easier to identify significant 

deviations from expectation. 

EDE and the Data-Centric Perspective 

Those who view variation as expectation and deviation from expectation tend to explore 

data to gain a sense of expectation or to explore whether data conforms to expectation. They view 

data and characteristics of data through a lens of expectation. For example, some sense of 

expectation for reasonable standard deviations in scores can be formed from reading the 

Consultant Task description. The range of values is 15, which even from a conservative stance 

suggests that the standard deviation needs to be smaller than 15. The strong reactions of Dustin 

and Hudson at seeing the standard deviation for Consultant Twoôs scores in the summary table 

certainly suggest that the value of 20.2 significantly deviated from their expectations. Hudson 

reacts with ñholy moly!ò (Hudson, Content, Line 563) and Dustin says ñYowzaò (Dustin, 

Content, Line 326). In both cases, they confirm that their reactions were in response to the large 

value of the standard deviation. Their strong reactions and the reactions of several others with 

EDE conceptions were the strongest external reactions that were observed in response to the large 

standard deviation value.  

In general, Blake, Dustin, Hudson, and others with EDE conceptions of variation reason 

about data with help from models and do not exhibit reasoning dominated by the data-centric 

perspective. They use theoretical models and characteristics of those models to reason about data 

when possible, and the models tend to match with their expectation for data. As a result, their 

reasoning from the data-centric perspective often reveals characteristics reminiscent of their 

reasoning from the modeling perspective. This connection between their reasoning from the 

modeling and data-centric perspectives was discussed in the section titled ñDeviation of Observed 
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Data from Expected Patterns.ò Additionally, even when they are asked to think outside the 

context of statistics, just the word variation has connotations of expectation for them. When Blake 

is asked to describe what he thinks about when he hears the words variation or variability, he 

states that his view of variability ñoutside statisticsò is ñanything thatôs differentò (Blake, 

Content, Lines 1950-1953). When he describes this view further, he likens his view to an outlier 

ñthat varies quite a bit from what I would expectò (Blake, Content, Lines 1949-1958). His follow-

up suggests that he conceives of variability in terms of expectation and deviationïexpectation for 

a distribution of values and the deviation of a data value from expectation of particular outcomes.  

Summary 

The preceding examples illustrate how conceptions of variation as expectation and 

deviation from expectation influence Blakeôs, Dustinôs, and Hudsonôs reasoning not only from 

the modeling perspective but for the design and data-centric perspectives as well. Although only a 

few examples were drawn from the data from the other five teachers with EDE conceptions, their 

reasoning about variation is consistent with a view of variation as expectation and deviation from 

expectation. Examples to support this claim would look similar to examples presented throughout 

discussion of EDE conceptions. The dominance of the modeling perspective and consideration 

for expectation and deviation from expectation in their reasoning reveals identifiable and 

consistent differences in the ways they view variation from others.  

Comparison of Conceptions 

Similarities and differences can be seen throughout the preceding discussion of the three 

types of conceptions: expected but explainable and controllable (EEC) conceptions, noise in 
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signal and noise (NSN) conceptions, and expectation and deviation from expectation (EDE) 

conceptions of variation. Those differences are elucidated further in this section. Because this 

section will include examples from individuals for each of the three conceptions throughout, a 

recap of the teachers and their conceptions is displayed in Table 5-1.  

Conception Expected but 

Explainable and 

Controllable  

(EEC) 

Noise in Signal 

and Noise  

(NSN) 

Expectation and Deviation from 

Expectation  

(EDE) 

Teachers Haley 

Isaac 

Cheyenne 

Everett 

Blake 

Carl 

Dana 

Dustin 

Frank 

Gavin 

Hudson 

Ivy 

Summary of the Three Conceptions 

Individuals with different conceptions of variation view variation in distinctly different 

ways. Individuals with EEC conceptions of variation primarily see variation as something they 

need to control and explain to uncover relationships among data and among variables. They 

control variation by implementing carefully selected data collection methods; they seek to explain 

as much variability in data as possible and privilege explanation of systematic variation 

contributed by causal factors. As a result, the design perspective dominates considerations of 

variation for those with EEC conceptions. Although design considerations are prominent in the 

reasoning of individuals with NSN and EDE conceptions of variation, their views of variation do 

not align as closely with design considerations as the views of those with EEC conceptions. 

Individuals with NSN conceptions of variation see variation in data as something through 

which they need to sort to find signals. Variation is the noise in data that sometimes obscures the 

Table 5-1: Teachers and Their Conceptions of Variation. 
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signals of interest. They prefer to explore variation in data through measures and multiple 

representations, which results in the data-centric perspective as most present in their reasoning 

about variation.  

Unlike those with NSN conceptions, individuals with EDE conceptions of variation tend 

to explore data through the use of models. They see variation as something that can be expected 

in data, in statistics, and in patterns of variability for relationships in data for variables or among 

variables. They expect that data, statistics, and patterns can be modeled and at times have 

expectations for the form of the models. They also see variation in deviations or differences from 

expectation. They use models to describe variation and patterns of variability in data and to 

determine whether deviation from expectation is greater than what they would expect from 

random variability. Reasoning about variation through models results in reasoning dominated by 

the modeling perspective. 

As differences in the dominance of perspectives and differences in the views of variation 

associated with the three types of conceptions of variation might suggest, the ways in which 

individuals reason about variation differ in relation to constructs associated with each perspective. 

Analysis of the 16 teachersô data revealed that the ways individuals look at design, data 

exploration, and models differ according to their conceptions. Succeeding discussion about the 

similarities and differences of the three conceptions of variation focuses on not only how 

individuals view design, data, and models but also their perceived purposes for these things. 

Additionally, contextual considerations affect reasoning about variation with regard to design, 

data exploration, and models. Because context transcends all areas of statistics, individualsô views 

of context and their perceived roles of context are discussed. Table 5-2 contains a summary of the 

lenses and purposes for design, data exploration, models, and context that are characteristic of 

each type of conception. Similarities and differences among conceptions in each of these areas 

are discussed next.
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 EEC Conception NSN Conception EDE Conception 

Relationship to variation Explain it and control it Sort through it Expect it and model patterns of it 

Dominant perspective from 

which variation is viewed 

Design Data-Centric Modeling 

Dominant lens through 

which design is viewed 

Explanation and control lens Control lens Control lens 

Purpose of design Control variability in data to increase potential 
for determining and explaining relationships, 

particularly cause-and-effect relationships 

Control variability in data to strengthen signals 
and enable identification of signal(s) of interest 

Control variability in data to minimize deviation 
from expectation and to increase probability for 

detecting significant deviations from 

expectation  

Dominant lens through 

which data are viewed 

Expectation lensðlook for patterns of random 

variability  

Distribution lensðsearch for patterns and 

relationships as signals in noise 

Expectation lensðlook for whether data 

conform to expectation 

Purpose of data exploration Gather information about variation (in the form 

of descriptions, measurements, and 

representations) to explore and compare data 
characteristics and relationships 

Find signalsðsummary statistics, data patterns, 

or relationships among variablesðin the noise 

of data that do not precisely match the statistics, 
patterns, or relationships 

Explore data to gain a sense of expectation and 

to explore whether data conform to expectation 

(with expectation taking the form of particular 
outcomes or measures, parameter values, 

patterns of variability, or relationships among 

variables) 

Dominant lens through 

which models are viewed 

Relationship lensðuse models to capture 
relationships among data and among variables 

Relationship lensðsearch for patterns and 
relationships among data and among variables 

Expectation lensðdetermine the extent to 
which models for relationships among data and 

among variables conform to expectation 

Purpose of models Determine or confirm strength or significance of 

relationships among data and among variables 

Model signals to explore characteristics of the 

data or to determine, quantify, or confirm 
significance of signals or of including factors in 

the models of signals 

Determine if deviation from expectation is 

greater than chance would predict and 
determine the significance (or not) of expected 

relationships 

Dominant lens through 

which context is viewed 

Explanation and control lensðlook for factors 

that are potential contributors of variability and 
that need to be controlled or explained  

Anticipation lensðconsider potential 

contributors to noise and reasonable variability 
in data 

Expectation lensðdevelop a sense of 

expectation for or recall a priori knowledge 
about expectation for variation in factors of 

interest and factors tangential to studies  

Purpose of context Identify potential sources of variation; identify 

theoretical values or relationships among 
parameters or variables, respectively; and 

determine feasibility of conclusions 

Identify potential contributors to noise and to 

identify reasonable variation in the factor or 
factors of interest  

Develop expectation for particular outcomes or 

measures, parameter values, patterns of 
variability, or relationships among variables 

Table 5-2:  Dominant Lenses and Purposes for Models, Data Exploration, Design and Context for Each Type of Conception of Variation. 
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Design 

Controlled variation in data is an important outcome of well-designed statistical studies, 

and control is part of how individuals with each of the three conceptions view design. Individuals 

with NSN conceptions and individuals with EDE conceptions view design primarily through 

lenses of control, whereas individuals with EEC conceptions mainly view design through lenses 

of both explanation and control. Although each of the lens descriptors alludes to control, there are 

two ways in which the conceptions differ: purposes for viewing design and the role of 

explanation in design. 

Individuals with different conceptions differ in their purposes for viewing design and do 

so in ways that reflect crucial aspects of their conceptions. Teachers with EEC conceptions of 

variation see the main purposes of design as both controlling variability in data to increase the 

probability for determining relationships among data and among variables, and explaining the 

relationships apparent in data. Those with NSN conceptions view the primary purpose of design 

as controlling variability in data to strengthen signals that emanate from data and to allow them to 

identify signals of interest for their research questions. Individuals with EDE conceptions view 

the main purpose of design as controlling variability in data to minimize deviation from 

expectation and to increase probability for detecting significant deviation from expectation. From 

these descriptions, we see that design is a tool for those with EEC conceptions to maximize their 

potential for describing relationships, particularly cause-and-effect relationships; for those with 

NSN conceptions to identify signals of interest by strengthening signals in noisy data; and for 

those with EDE conceptions to detect significant deviations from expectation by minimizing 

deviations in data. 
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Differences in reasoning aligned with differences in conceptions appear in individualsô 

reactions to considering study design and in designing studies. For example, after Everett, who 

has an NSN conception of variation, describes the signal he sees in the initial scatterplot for the 

Caliper Task, he hesitatingly uses the pattern to extrapolate a predicted value. He bases his 

hesitation on the small sample size of seven and indicates that a different signal emerges with a 

change in just one point. Implicit in his reaction to the small sample size and unclear signal is a 

sense that increased sample sizes amplify signals from data. In alignment with an NSN 

conception, he associates sample size as an element of design with control; a larger sample size 

should control noise in data and strengthen the signal for the relationship between variables. 

Blake also describes the controlling effects of sample size when he designs a study for the 

Handwriting Task. Typical of his EDE conception of variation, he focuses on minimizing 

deviations. He implies that small samples require deviations from expectation to be of larger 

magnitude to determine significant deviations from expectation. We see evidence that Blake 

controls variability by increasing sample size; he reduces variation in a sampling distribution and 

enables easier identification of significant deviations from expectation.  

Haley describes the controlling effect of sample size on the variation of sampling 

distributions as she reasons about sample sizes for the Consultant Task. She notes that by 

increasing sample size, she ñtightensò the sampling distribution, which allows her to draw ñmore 

accurateò conclusions (Haley, Content, Lines 693-694). True to her EEC conception, she 

considers not only how sample size affects her abilities to determine whether the consultants 

differ in their scoring but also how methods can be used to show how the consultants differ in 

their scoring. She suggests determining the relationship between consultantsô scores by 

comparing their scores against some known standard. As an individual with an EEC conception, 

Haley evidences using sample size as one strategy to control variation for determining the 

relationship between consultantsô scores and complementing her control strategies with strategies 
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that allow greater explanatory power for the relationship between consultantsô scores. From these 

three teachers with three different conceptions, we see evidence of using sample size as a design 

strategy to control variation. The reasons for controlling variability, however, differed in ways 

consistent with their conceptions.  

For each conception of variation, control is part of how design is viewed. One definition 

of control is ñchanging the pattern of variation to something more desirableò (Wild & Pfannkuch, 

1999, p. 236). The major differences among conceptions appear to be in what individuals 

consider ñmore desirable.ò For those with EEC conceptions, more desirable means controlling 

variation and achieving explanatory power. They privilege experimental design, as experiments 

provide much greater explanatory power than observational studies for observed patterns of 

variability. For those with NSN conceptions, more desirable means improved ability to sort 

through the variability in data by strengthening signals coming from data. Individuals with EDE 

conceptions desire increased ability to detect significant variation, or deviation, from expectation. 

Data  

To answer statistical questions, data collected from observational studies and experiments 

are typically explored before formal inferential methods are employed. Individuals with NSN 

conceptions explore data by primarily using a lens of distribution, whereas individuals with EEC 

conceptions and individuals with EDE conceptions explore data by predominantly using lenses of 

expectation. Differences among conceptions appear both in approaches to exploring data and in 

the purposes for exploring data. 

Teachers with NSN conceptions explore data to search through the noise of data to find 

patterns and relationships, or signals, in data. They see the purposes of data exploration as finding 

signals in the form of summary values, data patterns, or relationships among variables. Those 



189 

 

with EEC conceptions explore data to compare data characteristics and relationships. They expect 

that properly controlled and explained variation will produce data with random patterns of 

variability. Individuals with EDE conceptions explore data to gain a sense of expectation or to 

determine whether data conform to expectation. When they attempt to establish conformance, 

their expectation stems from a priori contextual knowledge, including knowledge formed from 

prior statistical study. Data exploration is a tool for individuals with EDE conceptions to develop 

a sense of expectation or determine whether data conform to expectation; for individuals with 

EEC conceptions to determine the extent to which variation has been explained, with an 

expectation that data will reveal random patterns of variability; and for those with NSN 

conceptions to search for signals in the noise of data largely without expectation for the signals 

that may underlie the data. 

Differences in reasoning during data exploration are visible in individualsô reasoning 

about relationships. Those differences align with differences in conceptions. In her reasoning 

about the size-15 samples in the Consultant Task, Cheyenne, a teacher with an NSN conception 

of variation, looks for signals in data for the population distribution of scores and characteristics 

of the distribution. She initially examines descriptive statistics, dotplots, and boxplots of the data 

for each consultant to see what the data ñ[a]re telling meò (Cheyenne, Content, Line 605) about 

the distribution(s). She later comments that a sample of size 15 is "silly" because, with a larger 

sample size, she can ñget a clearer picture of the distributionò (Cheyenne, Content, Lines 560-

567). In alignment with her NSN conception of variation, Cheyenne approaches data to hear the 

signals told by the data through reasoning about data and distribution. She explores data to get a 

picture of the larger population distributions and parameters that characterize the populations by 

identifying patterns and relationships in data. 

In alignment with her EEC conception of variation, Haley approaches data with a sense 

of expectation. For example, as Haley reasons about the initial scatterplot in the Caliper Task, she 
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states that she expects to see a patterned residual plot when a model fit to data does not properly 

explain variation. Presumably, she would explore data to produce a residual plot and would 

expect random scatter in residual plots for models that provide a good fit to data. Compare 

Haleyôs expectation with the expectation articulated by Hudson, a teacher with an EDE 

conception of variation, in his reasoning about the same scatterplot. Hudson seemingly expects a 

linear relationship between inches and centimeters. He notes that proper measurement with a 

caliper results in points plotted close to what his model would predict, and he expresses surprise 

at how the points in the scatterplot deviate from his expectation. He seems to mentally explore the 

data in a residual plot to discuss how each point of data differs from his expectation. True to his 

EDE conception of variation, Hudson approaches the Caliper Task data with a sense of 

expectation and explores the data to reason about how the data deviate from his expectation of a 

linear relationship. In contrast, Haley approaches the Caliper Task data with an expectation for a 

residual plot that exhibits random variability. Representative of her EEC conception of variation, 

Haley reasons about the fit of a model by examining the pattern of variability in the plot of 

residual values.  

To answer statistical questions, Cheyenne, Haley, and Hudson create and manipulate data 

representations, transform data as needed, and consider multiple summary measures to find 

signals in data or to consider whether data conforms to expectation. They explore the data 

collected from observational studies and experiments through what Wild and Pfannkuch (1999; 

Pfannkuch & Wild, 2000) call transnumeration. Transnumeration encompasses transforming data 

by manipulating graphical displays of data, transforming data by using different types of 

graphical displays, considering multiple summary measures, and using the displays and measures 

that best represent data for further analysis. Transnumeration is a foundational aspect of statistical 

thinking (Pfannkuch & Wild, 2000; Wild & Pfannkuch, 1999), and every teacher in this study, 

regardless of their conception, explored data through transnumeration for reasoning about 
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variation. Differences among conceptions appear in the perceived purposes for transnumeration 

and in the ways in which data are approached. Individuals with EEC conceptions approach data 

with a sense of expectation. They transnumerate to determine the extent to which variation in data 

are explained, and they expect random patterns of variability for data in which variation in 

characteristics and relationships is explained. Individuals with EDE conceptions also approach 

data with a sense of expectation, but their expectation is tied to the characteristics and 

relationships they expect data to exhibit. They transnumerate to gain a sense of expectation or to 

explore whether data conform to expectation. Those with NSN conceptions approach data with an 

eye towards distributional characteristics. They transnumerate to search for patterns and 

relationships, or signals, in the noise of data. The signals for which they search include signals for 

summary measures, data patterns, or relationships among variables. 

Models 

Fitting models to data and reasoning from models are important aspects of statistical 

thinking (Pfannkuch & Wild, 2000). Individuals with EDE conceptions of variation view models 

primarily through lenses of expectation for relationshipsðthey have some preconceived 

expectation for relationships among data or among variables and expect models to convey these 

relationships or to clarify how a situation deviates from expectation. Individuals with EEC 

conceptions and individuals with NSN conceptions view models predominantly through 

relationship lenses. Differences among the three types of conceptions appear in the degree of and 

focus of expectation with which data models are approached.  

Individuals with EDE conceptions of variation view models with expectation; they 

determine the extent to which models conform to expectation, determine if deviation from 

expectation is greater than chance would predict, and determine whether the expected 
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relationships are significant. Those with EEC conceptions approach models and modeling not 

with pre-existing expectations for relationships but rather with expectations that they can use 

models to capture relationships among data and among variables and determine or confirm the 

strength or significance of relationships. Individuals with NSN conceptions approach models with 

a sense of anticipation for the significance of patterns and relationships formed during their 

explorations with data. In combination with searching for patterns and relationships among data 

or variables, they model signals to explore characteristics of data and to determine, quantify, or 

confirm the significance of outcomes or of including factors in a signalôs model.  

Differences in reasoning representative of differences in conceptions are seen in teachersô 

reactions to using models to make predictions or making predictions for a model after being told 

the context for the Caliper Task. Blake, a teacher with an EDE conception of variation, describes 

an expectation for data to match the theoretical model of the known relationship between inches 

and centimeters. He suggests that the student use the theoretical model to predict the caliper 

measure in inches, essentially ignoring the data in the scatterplot. Blake implies that the rightmost 

point deviates too far from his expectation for the deviation to be a result of random variability. 

True to his EDE conception of variation, Blake bases the prediction on a model generated from 

his expected relationship between inches and centimeters. He seemingly concludes that an 

empirical model fit to the data deviates further from his expectation than chance would predict. 

In his response to the student in the Caliper Task, Isaac, a teacher with an EEC 

conception of variation, explains how he could attribute an error in measurement to the rightmost 

two points as he recommends ignoring the rightmost two points.
17

 He suggests that the student fit 

a model to the five remaining points and make a prediction from that model, presumably noting 

the residuals for a model of the targeted relationships would not be randomly scattered if the 

                                                      
17

 Isaac posits a reasonable explanation for the error in the rightmost two points, which he suggests would 

allow him to safely disregard the points. 
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omitted points were included. In alignment with his EEC conception, Isaac suggests a model that 

captures the relationships both in the data and between the variables and one that produces a 

residual plot pattern that suggests his model captured the relationships as well as possible. 

Everett, a teacher with an NSN conception of variation, constructs a linear model for the 

underlying signal of caliper measurements and not for the theoretical relationship between inches 

and centimeters (inches = centimeters/2.54), which may or may not match the caliper 

measurements. He uses context to suggest a linear model but fits a model to all seven points. He 

examines a few residual distances and concludes that the line he fit to the data is ñreasonableò 

based on the amount of noise he estimates. Characteristic of his NSN conception of variation, 

Everett models the signal he sees for the relationship between variables.  

Some statisticians describe statistics, in part, ñas the fitting of modelsò (Pfannkuch & 

Wild, 2000, p. 138). As the preceding consideration of teachersô reasoning with and about models 

illustrates, characteristics of an individualôs conception of variation can be seen in foci to which 

the person attends while fitting models and in evidence the person uses to make predictions and 

decisions about relationships from models. Individuals with EDE conceptions approach models 

with expectation and examine evidence for the extent to which data deviate from expectation. 

Their reasoning often incorporates formal inferential analyses to determine whether deviation 

from expectation is more than what chance would predict. Those with NSN conceptions focus on 

models for the relationships they hear through the noise of data as they make informal inferences 

from data and approach these models with expectation that forms during their explorations with 

data. The degree of their emerging expectation is less than that of the pre-existing expectation that 

dominates how individuals with EDE conceptions approach models to formally determine the 

strength of evidence for their hypotheses. Like those with NSN conceptions, individuals with 

EEC conceptions focus on relationships in their modeling activities. They fit models to data to 
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capture the relationships among data or among variables. They employ formal inferential 

techniques to measure the strength of the evidence for the relationships they capture.  

Context 

Context plays a central role in statistical reasoning and forms the basis of distinctions 

between mathematical reasoning and statistical reasoning (e.g., Moore, 1990, 1997). The role of 

context in statistical reasoning is much richer than the brief mentions of it in the preceding 

comparisons suggest. Individuals with EEC conceptions of variation view context primarily 

through lenses of explanation and control when they look for factors that are potential 

contributors to variability that then needs to be controlled or explained. Those with EDE 

conceptions of variation view context through lenses of expectationðexpectation for particular 

outcomes or measures, parameter values, patterns of variability, or relationships among variables 

based on context. Individuals with NSN conceptions of variation view context through lenses of 

anticipation by considering potential contributors to noise and considering reasonable variability 

for data. Context plays a lesser role for those with NSN conceptions than for those with other 

conceptions.  

Isaac, an individual with an EEC conception, exemplifies using context to consider 

potential sources of variation that he then needs to control when he describes the design he would 

use for the Consultant Task. He suggests that various student characteristics, including gender, 

ethnicity, and socioeconomic status, might contribute variability to consultantsô scores. He bases 

his suggestions on contextual considerations that include the subject matter of the assessments 

and typical ways that student data are disaggregated in reports from state assessments. He 

suggests selecting exams using a stratified sampling scheme to control the variability he expects 

from these sources. Characteristic of his EEC conception of variation, Isaac uses context to 
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identify factors with potential to contribute variability along with a strategy for controlling the 

variation. Hudsonôs main focus in the Caliper Task is his expectation for the relationship between 

inches and centimeters. As often happens with those with EDE conceptions, prior knowledge 

indicates the expected pattern of variability for the relationship among variables. Everett, who has 

an NSN conception, uses context to anticipate reasonable variation in measurements for the 

Caliper Task. He anticipates that studentsô measurements will differ and that the underlying 

signal might be linear based on the linear relationship between inches and centimeters and 

reasonable variation in residual values. True to his NSN conception of variation, he uses context 

to consider contributors to the noise in data and whether the observed variability in data is 

reasonable for his anticipated contributors.  

Isaacôs, Hudsonôs, and Everettôs uses of context differ according to their perceived roles 

of context. Individuals with EEC conceptions of variation perceive context to be a tool for 

explanation and control. Individuals with both NSN conceptions of variation and EDE 

conceptions of variation perceive the role of context in terms of expectation, but to different ends. 

Those with NSN conceptions see context as an aide in anticipating potential sources of 

variability, whereas those with EDE conceptions see context as a tool for forming particular 

expectations related to the variation contributed by different sources. 

Conceptions and Teachers in This Study 

There are four teachers whose names do not appear with any of the conceptions listed in 

Table 5-1. Each of these four individuals reasons without elaboration and in ways that make their 

conceptions difficult to identify. In general, they each reason in ways that are not inconsistent 

with one of the three conceptions, but they do not present adequate evidence to definitively 

identify their conceptions. Although Eden, Faith, Georgia, and Jenna do not exhibit a clear type 
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of conception of variation, they each exhibit reasoning that suggests their conceptions may align 

with one of the EEC, NSN, or EDE conception types.  

As an example, consider Jennaôs reasoning about the Consultant Task. Upon reading the 

task description, she suggests conducting a test of inference to determine whether the consultantsô 

scores differ. With every successive question she is asked, she describes steps for the inference 

test in a procedurally-sequenced order. She refers to using a normal model as she responds with 

reasoning from the modeling perspective. She draws a generic normal curve and describes how 

the curve relates to a p-value. A portion of her reasoning about the task is duplicated below. 

Bolded statements provide some evidence of Jennaôs conception of variation, which will be 

discussed after the passage. 

Jenna: From a statistical point of view, I mean, point 6 could be nothing or it 

could be a lot. It reallyð 

R: So when you say that. It could be nothing. In order for it to be nothing, 

what would need to be true? 

Jenna: In order for it to be nothing, you would have to fail to reject the null 

hypothesisé they computed an average score. And so now you need a 

test to see whether or not these average scoresðif thereôs a difference 

between the two scores. Difference between the average scoreséyou 

would fail to reject the null if your p value would be greater than the 

significance level...So to figure out a p value, you need to come up with 

the test statistic. 

é 

R: And what does this test statistic do? 

é 

Jenna: Okay, so you want to base everything on the pretty normal curve. And 

then youôre going to have. Letôs see, here, something like this [Jenna 

draws a normal curve. See Figure 5-11.]éOkay. And weôre testing to 

see, going extremeé And so these are extremes. [Jenna points to the two 

shaded regions under the curve she has drawn. See Figure 5-11.] 

R: So youôve drawn this picture. How does that relate to whatôs here? [R 

points to the Consultant Task description.] 

Jenna: Because the value of x down here [Jenna points to x.], which is the test 

statistic, okay, is actually computed using the information that is given to 

you here. [Jenna points to the task sheet.] (Jenna, Content, Lines 50-125) 
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In Jennaôs response to the Consultant Task, we see no evidence that she considers issues 

of design, or in particular, how data were collected, as she immediately suggests conducting a 

significance test. Nor do we see any consideration of the consultantsô data. Jenna indicates that a 

difference of 0.6 could be ñnothing.ò Unlike others, when she is asked what would need to be true 

for the difference to be nothing, she responds by stating a conclusion in terms of the null 

hypothesis. She indicates that she wants to determine if there is a difference between average 

scores based on an implied expectation that the difference is ñnothing.ò Her reference to ñgoing 

extremeò seems to coincide with determining whether the difference in means deviates further 

from expectation than chance would predict. Implicit in her consideration of a normal distribution 

may be some sense of variability, but her reasoning does not stray from modeling variability in 

sample statistics for making inferences from data [MP3]. We see that Jennaôs reasoning about the 

normal distribution is consistent with the purpose of models described by those with EDE 

conceptions. She provides little evidence in this passage, however, for how she views design, data 

exploration, or context. Jennaôs reasoning for the remainder of the Consultant Task as well as for 

the Caliper and Handwriting Tasks remains at a general level that is not inconsistent with an EDE 

conception but that does not fully evidence the characteristics of an EDE conception as shown in 

Table 5-2. 

 Edenôs reasoning suggests alignment with a view of variation as EEC. She focuses on 

context throughout her consideration of variation for the three tasks. For example, she hesitates to 

draw any conclusions from the size-50 samples in the Consultant Task based on the design 

employed by the administrators. She seeks explanations for the variation she sees, including 

 

Figure 5-11: Jennaôs Normal Curve.  
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wanting an explanation for why the rightmost point in the seven-point scatterplot for the Caliper 

Task varied from the other six points. She seems to view the purpose of design in ways consistent 

with increasing her potential for determining and explaining relationships and in particular cause-

and-effect relationships. Although she does not exhibit other characteristics of EEC conceptions, 

she also does not exhibit any of the defining characteristics of NSN or EDE conceptions. 

Faith and Georgia reason about variation in ways consistent with one or more of the 

identifying characteristics discussed for NSN conceptions. For example, Faith engages in 

exploratory data analysis in ways consistent with NSN conceptions. As soon as Faith has the data 

for the size-15 samples in the Consultant Task, she uses technology to construct boxplots of the 

data and to calculate five-number summaries. Although she does not calculate values for means 

and standard deviations, she indicates that she thought she already had the valuesðthe summary 

values for the size-50 samples. She seems to be viewing the data through a distribution lens as she 

searches for signals in the noise of data. At no point does Faith suggest conducting a t-test or any 

other test of significance to determine whether a difference in consultantsô scoring exists. Instead, 

she seems to prefer making a data-based argument to suggest a difference exists. Both Faith and 

Georgia do not provide evidence of reasoning consistent with every characteristic of NSN 

conceptions as shown in Figure 5-2. They also do not provide evidence of reasoning inconsistent 

with NSN conceptions, such as reasoning characteristic of the other two types of conceptions. 

These four teachers exhibit what appears to be superficial and at times faulty reasoning 

about variation. The reasoning they do exhibit, however, is suggestive of one of the three types of 

conceptions of variation. Their conceptions of variation appear still to be developing. 
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Concluding Comments 

This chapter answers the research question, ñWhat conceptions of statistical variation do 

secondary mathematics teachers who are recognized leaders in AP Statistics exhibit?ò Three 

types of conceptions of statistical variation emerged from analysis of the 16 teacher-leadersô 

content and context interviews: Expected but Explainable and Controllable (EEC), Noise in 

Signal and Noise (NSN), and Expectation and Deviation from Expectation (EDE). These three 

types of conceptions reveal identifiably unique views of variation, but they do not form a 

hierarchy with regard to understanding of variation. At least one teacher with each conception 

exhibited reasoning consistent with robust understanding of variation. In the next chapter, I 

describe what it means to have a robust understanding of variation and how robust understanding 

of variation arises for these three different types of conceptions of variation.  



    

 

Chapter 6 

 

Robust Understandings of Variation 

A prerequisite to addressing the second research question of this study (For those 

secondary AP Statistics leaders who exhibit robust understandings of variation, what are the 

activities and actions that contributed to their current understandings of variation as reflected in 

their perceptions and recollections of experiences?) was the development of a description for 

what it means to have robust understandings of variation. For the purposes of this study, robust 

understandings of variation are defined to be integrated understandings of variation from the 

design, data-centric, and modeling perspectives. This chapter elaborates on this definition and 

provides evidence of reasoning that is indicative of robust understandings drawn from the 

responses of the five teachers who exemplified robust understanding. The chapter concludes with 

a description of a relationship between robust understandings of variation and the Expected but 

Explainable and Controllable (EEC), Noise in Signal and Noise (NSN), and Expectation and 

Deviation from Expectation (EDE) conceptions of variation. 

The description of robust understandings of variation draws on a conceptual framework 

using the Structure of the Observed Learning Outcome (SOLO) Model (Biggs & Collis, 1982, 

1991). Development of the conceptual framework began with descriptions of conceptions and 

understandings of variation and reasoning about variation in existing expository and research 

literature, much of which utilizes the SOLO Model. The framework evolved further from analysis 

of the 16 teachersô conceptions and understandings of variation.
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Framework Based on SOLO Model 

In Chapter 3, the SOLO Model (Biggs & Collis, 1982, 1991) was introduced to cast 

understandings of variation in terms of levels of response in the formal mode. To recap what was 

described in Chapter 3, the unistructural (U1), multistructural (M1), and relational (R1) levels 

within the formal mode form a cycle of levels of reasoning about variation for each perspective: 

design, data-centric, and modeling. Figure 6-1 displays a graphical representation of the cycle of 

levels of response for understandings of variation within each of the three perspectives as used in 

this study. The unistructural level corresponds with responses focused on a single element from a 

given perspective, such as anticipating the effects of sample size on the variability of a sample or 

statistics used to characterize a sample when designing a study or critiquing a study design from 

the design perspective. (Table 6-1, which appears at the end of this discussion of the ñFramework 

Based on SOLO Modelò and the ñDevelopment of the Detailed Framework,ò contains a complete 

list of these elements and indicators of the elements for each perspective, which will be discussed 

in greater detail in succeeding sections of this chapter.) The multistructural level corresponds with 

responses that embody two or more disconnected elements from a given perspective. The 

relational level corresponds with responses that reveal integrated reasoning among elements from 

a given perspective, indicative of relational reasoning within a perspective.  
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Figure 6-2 depicts two cycles of levels for understandings of variation. The second cycle 

of levels in the formal mode (the cycle in the bottom half of the figure) represents integrated 

reasoning about variation from the three perspectives. The levels subscripted with a ñ2ò depict the 

second cycle and the arrows represent increasingly sophisticated reasoning. Reasoning indicative 

of relational reasoning within a perspective (R1) becomes the unistructural level in the second 

cycle of levels of response (U2). Individuals who reason at the multistructural level in this second 

cycle (M2) exhibit relational reasoning for two or three perspectives. Relational reasoning across 

perspectives, indicative of robust understandings of variation, requires an integration of 

reasoning about variation across the three perspectives (R2). 

 

Figure 6-1: SOLO and the Cycle of Levels for Each Perspective. 

 
 




